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Abstract
This article shows how policy choices about defense and attack investments at the component level can be made for arbitrarily complex networks and systems. Components can be in series, parallel, interlinked, interdependent, independent, or combinations of these. Investments and utilities are determined for the defender and attacker dependent on their unit costs of investment for each component, the contest intensity for each component, and their evaluations of the value of system functionality. As illustration a system consisting of four subsystems is analyzed. The first is a component in series with two parallel components. The second and third are individual components with links. The fourth is an interdependent subsystem with two components. A benchmark solution is determined where increasing contest intensity causes higher investments and lower utilities. With sufficiently high contest intensity, the defender withdraws. Despite symmetry between the defender and attacker for each component, there is in equilibrium substantial difference between the investments for each component dependent on how these are interpositioned in the system. Thereafter asymmetries are considered. Altering one unit cost of defense has cross effects on investments into other components. Conditions when either the defender or attacker withdraws from defending or attacking the system are illustrated.
1 Introduction
The cyber era has caused the emergence of networks and systems of networks with exponentially increasing complexity. These are under attack and thus need to be defended. Systems can be in series, parallel, interlinked, interdependent, independent, or arbitrarily complex combinations of these. The main challenge when defending and attacking complex networks is how to allocate resource investments between the individual components (nodes, vertices, targets) in the network. The defender performs optimal resource allocation for how to invest optimally across components with the objective of ensuring a functioning network given that the attacker performs resource allocation for how to invest optimally across components with the objecting of ensuring that the network malfunctions. The defender-attacker relationship is ever changing and is best conceived as a joint optimization problem where both sides choose optimal strategies.

Networks were initially modeled as random graphs (Erdős and Renyi 1959).
 Watts and Strogatz (1998) developed the alpha and beta models. Barab´asi and Albert (1999) presented scale free networks to account for preferential attachment as opposed to random networks. Albert et al. (2002) showed that scale free networks are robust against random failures but fragile to intentional attacks. Holme et al. (2002) determined the vulnerability of networks assuming four specific attack strategies. Zhao et al. (2004) analyzed the vulnerability of scale free networks due to cascading breakdown. Nagaraj and Anderson (2006) considered a variety of different fixed attack strategies, e.g. attack based on centrality, and which defenses work best against these. For recent work on infrastructures, Brown et al. (2006) focused on defender-attacker-defender models where the defender first invests in protecting infrastructure. Then, a resource-constrained attack is carried out, after which the defender operates the residual system optimally. Patterson and Apostolakis (2007) ranked geographic regions to allow decision makers to determine critical locations susceptible to terrorist attacks. Further, Gordon and Loeb (2002) focuses incentives, and Anderson and Moore (2006) and Nagaraja and Anderson (2001) focus jointly on incentives and technical measures.
Analyzing risk reduction strategies applying reliability theory have commonly assumed a static external threat.
 Bier and Abhichandani (2002), Bier et al. (2005), and Azaiez and Bier (2007) assume that the defender minimizes the success probability, and expected damage, respectively, of an attack. The success probability depends on the resources expended by the defender to strengthen each component. Although the approach implicitly accounts for a strategic attacker (for series systems the defender equalizes the expected damage of attacks against multiple components), a more general approach would assume that the success probability of an attack depends on resource investments by both the defender and the attacker for each component. Levitin (2007) determines the expected damage for any distribution of the attacker's effort and any separation and distribution of the defender's effort. Today’s threats often involve strategic attackers, as witnessed e.g. by the September 11, 2001 attack. There is a need to proceed beyond earlier research and assume that both the defender and attacker of a system of components are fully strategic optimizing agents.
 
Hausken (2007) has analyzed the classical series and parallel systems. Most systems are combinations of series and parallel operation. The objective of this article is to illustrate a method by which arbitrarily complex systems can be analyzed. First general results are provided. Interestingly, it turns out that pathbreaking insights can be generated at the component level for complex systems. Secondly, a system consisting of four subsystems is analyzed. The first is a component in series with two parallel components. The second and third are individual components with two and eight links, respectively. The fourth is an interdependent subsystem with two components. By illustrating the method for this system, a blueprint is provided for analyzing other systems in the same manner.
This article assumes that neither attacks nor defenses are fixed. The attacker seeks to minimize the reliability of the network or system, while the defender seeks to maximize the reliability. Both account for investment costs and system value. A network consists of individual components. For each component the defender chooses an optimal defense subject to a unit defense cost, while the attacker chooses an optimal attack subject to a unit attack cost. These costs vary considerably across components. The Ft. Knox US Gold Reserve has high unit defense and attack costs. It is located for optimal defense, and is very hard to attack. The U.S. Statue of Liberty has a more vulnerable location which increases the unit defense cost and decreases the unit attack cost. An underground transport system has high unit defense cost since it is geographically dispersed, and low unit attack cost. In contrast, a component buried deep within a mountain has low unit defense cost and high unit attack cost. Finally a bicycle has low unit defense and attack costs.

A contest success function for each component determines the reliability for that component, subject to a contest intensity parameter. The intensity varies across components. Low intensity occurs for systems of dispersed components that are defendable. In such cases neither the defender nor the attacker can easily get a significant upper hand. High intensity occurs for systems that are easier to attack, and where the individual components are concentrated. This may cause “winner-take-all” battles and dictatorship by the strongest agent.
The defender prefers each component to function 100%, while the attacker prefers each component not to function. The manner in which the defender and attacker allocate their defense and attack investments across the network depends on how the network is designed in series and parallel, how subsystems are interlinked, whether there is interdependence between components, or whether components are independent. The defender’s utility equals the system reliability multiplied with the defender’s assessment of the system value, minus the investment costs across all components. The attacker’s utility equals the system unreliability multiplied with the attacker’s assessment of the system value, minus the investment costs across all components. Analyzing systems in terms of utilities based on benefits and costs across all components accounts suitably for the defender’s and attacker’s incentives.

Section 2 presents the model. Section 3 analyzes systems that are in series, parallel, interlinked, independent, but not interdependent. Section 4 analyzes systems that are interdependent. Section 5 considers an example with four subsystems. Section 6 concludes. 
2 The model
The model assumes that the defender and the attacker are fully strategic optimizing agents with complete knowledge about the system. This provides a benchmark which simplifies the analysis acknowledging that bounded rationality and incomplete information introduce complexities. A network or system with N subsystems is under attack. Subsystem i has Ni components, i=1,…,N. The defender incurs an effort 
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 to defend component j in subsystem i, hereafter referred to as component ij. Higher 
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>0. We consider the simple case 
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. If the system is a cyber security system, the defender hires security experts, installs firewalls, applies encryption techniques, access control mechanisms, develops intrusion detection systems, and designs the optimal defense for the system. If the system consists of serially linked components in a societal infrastructure, for example production of goods and services such as water and food, communication, transport, finance, governmental functions, and health services, the investments consist in safeguarding the components with human inspection and patrolling, development of procedures, technology investments, surveillance of potential sources of threats, elimination of threats, and deterrence. 
Conversely, the attacker seeks to attack the system to ensure that it does not function reliably. Analogously, it incurs an efforts 
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 to attack component ij. 
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>0. We assume 
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. If the system is a cyber security system, the attacker seeks to break through the security defense, circumvent the work of the security experts, penetrate the firewalls, decipher the encryption, and bypass the access control mechanisms and intrusion detection systems. A successful attack reduces the reliability of the system through appropriating, getting access to, or confiscating, something of value within or related to the system, or securing information which can be used as means of reducing system reliability. If the system is a part of the societal infrastructure, the attacker seeks to reduce the reliability through destruction, distortion, theft, and interfering with production, human inspection and patrolling, avoidance of surveillance, covert action to avoid detection, manipulation of information, and public revelation of system weaknesses.
We formulate the reliability 
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 of component ij as a contest success function 
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 between the defender and attacker. The reliability in our context corresponds to the asset in the conflict literature (Hausken 2005). There is conflict over reliability between the defender and the attacker, just as there is conflict over an asset between contending agents. The defender enjoys contest success 
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. Skaperdas (1996) has presented three axioms for contest success functions between two agents. First, 0
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1, and the contest success for the defender and attacker sum to one. Second, 
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<0 which means that the reliability increases in the defender’s investment, and decreases in the attacker’s investment. Third, each agent’s contest success depends on its investment, 
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, and not on the identity of the agent or opponent (anonymity property).

The reliability 
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 can be given two interpretations. The first is that component ij is 100% reliable with probability 
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. This means 100% functionality or 100% incapacitation. The second is that component ij functions deterministically to a fixed degree 
[image: image31.wmf]ij

p

. That is, with 100% certainty damage is caused to component i, but the component functions with guaranteed reliability 
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 nevertheless. For the second interpretation consider a defensive force and an offensive force fighting to keep an internet transmission line open versus blocked. Neither side is 100% successful. Assume that 
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=0.6 so that the defense has 60% success keeping the line open while the attack has 40% success keeping the line blocked. This means that 60% of all traffic passes through the line.

The reliability p of a system is determined from the reliabilities 
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 of the individual components dependent on how these are configured. The two interpretations of reliability also apply for the system as a whole. The defender and attacker are concerned about the damage to the system. The defender seeks to minimize the damage, while the attacker seeks to maximize it. We express the linkage from reliability to damage for the defender as d = r(1-p), where r is the damage as perceived by the defender if the system is 100% disabled. We also refer to r as the value of the system for the defender when it is not under attack, and rp as the system value when it is under attack. The defender’s utility is
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(1)

which the defender seeks to maximize, and which can be measured e.g. in dollar, and where the expenditures of defending the components are subtracted. The defender seeks to increase the system reliability, but not at any expenditure. When the expenditures exceed the benefit, the defender chooses zero effort 
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=0 for all components, and earns zero utility. The defender and attacker have subjective utilities and often assess damage differently. We express the linkage from reliability to damage for the attacker as D = R(1-p), where R is the damage as perceived by the attacker if the system is 100% disabled. We also refer to R as the value of the system for the attacker. The attacker’s utility is
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(2)

which the attacker seeks to maximize, and where the expenditures of attacking the components are subtracted. Analogously, the attacker seeks to decrease the system reliability, but not at any expenditure.

In principle arbitrarily complex contest success functions can be assumed, e.g. with thresholds of various kinds for success and failure. The most common functional form for the contest success function is the ratio form (Hausken 2005, Skaperdas 1996, Tullock 1980)
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where 
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 responds to changes in the investment 
[image: image44.wmf]ij

t

 for the defender. With infinitely much defensive investment, and finite offensive investment, component ij is 100% reliable. The same is the case with finite defensive investment and zero offensive investment. Conversely, with infinitely much offensive investment, and finite defensive investment, component ij is 0% reliable. The same occurs with finite offensive investment and zero defensive investment. The sensitivity of 
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 have equal impact on the reliability regardless of their size which gives 50% reliability, 
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<1 gives a disproportional advantage of investing less than one’s opponent. When 
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=1, the investments have proportional impact on the reliability. 
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>1 gives a disproportional advantage of investment more effort than one’s opponent. This is often realistic in praxis, as evidenced by benefits from economies of scale. Finally, 
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 gives a step function where “winner-takes-all”.

The parameter 
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 is a characteristic of the contest over component ij. It can be illustrated by the history of warfare. Low intensity occurs for components that are defendable, predictable, and where the individual ingredients of each components are dispersed, i.e. physically distant or separated by barriers of various kinds. Neither the defender nor the attacker can get a significant upper hand. An example is the time prior to the emergence of cannons and modern fortifications in the fifteenth century. Another example is entrenchment combined with the machine gun, in multiply dispersed locations, in World War I (Hirshleifer 1995:32-33). High 
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 occurs for components that are less predictable, easier to attack, and where the individual ingredients of each component are concentrated, i.e. close to each other or not separated by particular barriers. This may cause “winner-take-all” battles and dictatorship by the strongest. Either the defender or the attacker may get the upper hand. The combination of airplanes, tanks, and mechanized infantry in World War II allowed both the offense and defense to concentrate firepower more rapidly, which intensified the effect of force superiority.
For interdependent components within subsystem i, (3) generalizes to
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where 
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 expresses the interdependence between component ij and component ik within subsystem i. Since 
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 have full impact for component ij. Equation (4) reduces to (3) when 
[image: image64.wmf]ijk

a

=0 when 
[image: image65.wmf]jk

¹

. Consider component ik, where k
[image: image66.wmf]¹

j, and assume that 
[image: image67.wmf]ijk

a

 is a number between zero and one. Because of the interdependence, the attacker attack 
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 of component ik counteracts the attack on component ik, and counteracts with weight 
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 the extent to which that attack gets transferred further to component ij.
We assume that subsystems 1,2,..,n are not interdependent, while subsystems n+1,…,N are interdependent. The system reliability is

[image: image72.wmf](

)

111

1,1,11,1,1

11

(),

(,...,,,...,),(,...,,,...,),

0,/0,1,1

N

nN

i

iiiijijijiijij

iinj

ijijiijijiNijijiijijiN

ii

N

N

i

iijiij

ij

pwabpGHwwp

GGppppHHpppp

bppww

--

==+=

---+---+

==

=+++

==

>¶¶>==

ååå

åå


(5)

where wi is a weight factor for subsystem i and wij is a weight factor for component ij in interdependent subsystem i. 
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 are functions that depend on all the component reliabilities and intensities within non-interdependent subsystem i except those of component ij. 
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>0. The reliability of series-parallel subsystems consist of expressions where 
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>0. The reason is that increasing the reliability of one component ij, regardless of how it is positioned in series or parallel, always increases the system reliability p, and can never decrease it.

The nature of reliability systems, regardless how complex these are, is that each 
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 is present only once in the expression for p. Equation (5) accounts for arbitrarily complex systems of components which can be in parallel, in series, interlinked, interdependent, or independent. Interlinked systems are neither fully in parallel nor fully in series. Consider a Computer Emergency Response Team consisting of three task forces with different kinds of expertise, analogous to an army, a navy, and an air force in the military. If task force 1 is 100% eliminated through a successful attack, the Response Team becomes less operational, but not non-operational. The capacity for operations suited for task force 1 is reduced, which can be partly compensated for by hiring outside expertise, or retraining task forces 2 and 3 to carry out what task force 1 usually does. If the Response Team had been a fully parallel system, eliminating task force 1 would not reduce the operability of the Response Team. Conversely, if the Response Team had been a fully series system, eliminating force 1 would eliminate the operability. Modeling this Response Team is done by assuming N=3 subsystems, assigning weights 
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 to the three task forces, and designing arbitrarily complex series-parallel-interdependent configurations for each subsystem.
3 Analyzing systems that are not interdependent
Inserting (3) and (5) for subsystems that are not interdependent into (1) and (2), the first order conditions for component ij are
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(6)
There are 
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 first order conditions for the system of n components. The first order conditions give 
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Since 
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 in (7) is expressed as a function of parameters only, and actually of parameters pertaining only to component ij, 
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which does not depend on 
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 components within subsystem i. Equation (7) can be determined for all the components when the system configuration has been specified which is needed to specify 
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4 Analyzing systems that are interdependent
For analyses of interdependent systems see Kunreuther and Heal (2003) and Hausken (2006). Complex interdependent subsystems are best solved numerically, but analytical solutions exist for interdependent subsystems with two components. Inserting Ni=2 and 
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Inserting (9) and (5) for mi1=mi2=1 into (1) and (2), the first order conditions for components i1 and i2 are
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Solving (10) gives
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We further get

[image: image133.wmf]22

1221

12

112221

22

11222211

12

1

112

(1)(1)

,,

(1

iiii

iiiiiiii

iAiiiiAiii

iiiiiiii

ii

ii

iiii

iAiii

CCCC

wwww

RRRR

tttttt

CcCcCcCc

RrRrRrRr

cc

ww

rr

TTT

aaaa

aa

aa

aa

a

æöæö

----

ç÷ç÷

èøèø

=+==+=

éùéù

æöæö

+-++-+

êúêú

ç÷ç÷

èøèø

ëûëû

æö

--

ç÷

èø

=+=

22

21

2

221

22

11222211

1221

12

1221

12

1

1

11

)(1)

,,

,,

ii

iiii

iAiii

iiiiiiii

ii

iiii

ii

iAiA

iiii

iAiA

ii

i

iA

i

iAiA

cc

ww

rr

TTT

CcCcCcCc

RrRrRrRr

CCCC

tt

RRRR

cccc

TT

rrrr

C

t

p

tT

aa

a

aa

aa

aa

æö

--

ç÷

èø

=+=

éùéù

æöæö

+-++-+

êúêú

ç÷ç÷

èøèø

ëûëû

--

==

--

==

+

1221

2

2

11222211

22

,

iii

ii

iA

i

iiiiiiii

iAiA

ii

CCC

t

RRRR

p

CcCcCcCc

tT

RrRrRrRr

aa

aa

--

==

+

æöæö

+-++-+

ç÷ç÷

èøèø


(12)
When one or several of 
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When 
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The solution when 
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5 Example of system
This section illustrates with an example of a system with four subsystems and seven components shown in Fig. 2. For subsystem 1, components 2 and 3 are in parallel, and these are in series with component 1. The reliability of a parallel system equals one minus the product of the component unreliabilities. Hence the reliability of components 2 and 3 equal 1-(1-p12)(1-p13). There are two minus signs in front of p12 and p13. The reliability of a series system equals the product of the component reliabilities. Hence components 1,2,3 have reliability p11[1-(1-p12)(1-p13)]. Subsystem 2 is a one-component system with two links. Subsystem 3 is a one-component system with eight links, so we set 
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Inserting (3) into (1), the defender’s first order conditions for subsystems 1,2,3 are
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Inserting 
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where the 
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The utilities follow from inserting into (1) and (2). Our objective in this section is not to provide an exhaustive analysis of this system, but to demonstrate certain characteristics of it and show what kind of tools can be used to analyze systems and networks subject to defense and attack. As a convenient benchmark, assume that the defender and attacker have equal unit costs for each component, 
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Let us consider four characteristics of the benchmark in (19). First, symmetry for the defender and attacker ensures that their investments are the same, 
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, and the reliability is ½, for each component. For subsystem 1 the subsystem reliability is 3/8, found by inserting 
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=1, which tilts the advantage towards the attacker since it is less than ½. As comparisons, the system reliability of n components in series is 1/2n, with substantial advantage to the attacker, while the system reliability of n components in parallel is 1-1/2n, with substantial advantage to the defender. The defender has an advantage in parallel systems while the attacker has an advantage in series systems.

Second, there is considerable difference in the investments for each component. Assume 
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=1/4. The agents then invest 3 times as much into component 11 as into either of the parallel components 12 or 13. Component 11 is important due to its position in series. If the attacker succeeds in destroying it 100%, subsystem 1 is disabled with maximum utility to the attacker and zero utility to the defender for subsystem 1. This means that it is not cost effective for the attacker to invest heavily into attacking components 12 and 13, and the defender accordingly does not have to defend substantially. This illustrates that despite symmetry between the defender and attacker for each component, there is in equilibrium difference between the investments for each component dependent on how these are interpositioned in the system. The factor 3 is interesting from a practical point of view since it quantifies optimal resource allocation, which is a challenging task. A practitioner looking at the configuration may assess that component 11 requires more investment than components 12 and 13, but how much more cannot be determined without close scrutiny. Without scrutiny, one might suggest 2 times as much or 5 times as much. Now assume that the unit cost of component 11 is higher than for components 12 or 13. The optimal factor then reduces from 3 to a number below 3. The exact number follows from running the simulations. The agents invest 4 times as much into subsystem 2 as into components 12 or 13, and more than into component 11. This weight factor 4 is analogously interesting from a practical point of view, and requires analysis for determination. Since subsystems 1 and 2 have equal weight, subsystem 2 is more important than the series component 11 which additionally requires either 12 or 13 to function to ensure a reliable subsystem 1. The agents invest equally much into subsystems 2 and 3, and more into subsystem 3 if 
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A third characteristic of (19) is that the investments for each component are proportional to the intensity 
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Fig. 3 plots the variables as functions of 
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 increases for these parameters. As the cost of defending component 11 increases, the defender also gradually withdraws from defending components 12 and 13 which jointly are in series with component 1. Both components in series must function for the defender to ensure reliability.
The solution for interdependent subsystem 4 is given in (4) replacing i with 4. Fig. 4 plots the variables as functions of 
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 for the attacker decreases convexly towards zero.
6 Conclusion

The article analyzes complex networks and systems with components in series, parallel, interlinked, interdependent, independent, or combinations of these. It is shown how policy choices about defense and attack investments at the component level can be made. The defender and attacker jointly maximize individual utilities based on benefits and costs of defending and attacking each component. Analytical expressions for the utilities and investments at the component level are determined for the defender and attacker dependent on their unit costs of investment for each component, the contest intensity for each component, and their evaluations of the value of system functionality. General results about investments at the component level are provided for arbitrarily complex systems.

As illustration a system consisting of four subsystems is analyzed. The first is a component in series with two parallel components. The second and third are individual components with two and eight links, respectively. The fourth is an interdependent subsystem with two components. A benchmark solution is determined where the defender and attacker have equal unit costs for each component, and equal system values. For this benchmark, increasing contest intensity causes higher investments and lower utilities. With sufficiently high intensity for subsystem 1, the defender withdraws. The agents invest three times as much into the series component as into either of the two parallel components, and more into a one component subsystem than into the series component. Despite symmetry between the defender and attacker for each component, there is in equilibrium substantial difference between the investments for each component dependent on how these are interpositioned in the system.
Two examples of asymmetries are considered. First, the defender’s unit cost for the series component in subsystem 1 is varied. When this cost is too high, the defender withdraws. When the cost is too low, the attacker withdraws. Interlinkages between investments and utilities are shown when the cost is intermediate. Second, the defender’s unit cost for one of the interdependent components in subsystem 4 is varied. The attacker’s investment is inverse U shaped in this cost. This means that the attacker withdraws due to weakness when the cost is low and due to strength when the cost is high. When the cost is high, the defender turns to defending the other component instead, and vice versa when it is low.
A next step is to apply the model to a domain-dependent specialization, or a suitable real world application, in order to validate and corroborate the model. Examples of interesting tasks are to apply the model to real occurring cases of attacks and defense occurring jointly, or real occurring cases of attacks for various defense scenarios, or real occurring cases of defense for various attack scenarios, to understand which kinds of results the model predicts for these cases, and then to verify whether the model previsions are confirmed by what happens in practice.
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Fig. 1. Ratio form reliability 
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Fig. 2. Example of system with four subsystems and seven components.
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Fig. 3. Variables as functions of 
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Fig. 4. Variables as functions of 
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� For review of networks, see Newman (2003) and Albert and Barab´asi (2002). See also Albert et al. (2000), Brandes (2001), Chaum (1989), Freeman (1977), Katz et al. (1985), Milgram (1967), Sparrow (1990).


� Levitin (2003), Levitin and Lisnianski (2003), Gordon and Loeb (2002).


� See Hausken (2002) for an analysis where one agent defends each component in a system, Kunreuther and Heal (2003) and Hausken (2006) for interdependence between components, and Major (2002), Woo (2002, 2003), and O’Hanlon et al. (2002) applying game theory for components in isolation.
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