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Abstract

Cyber-threats have been successfully targeting the financial sector worldwide. While much of the

efforts and resources to address the risk imposed by these cyber threats are directed at developed

economies, far less attention has been devoted to developing nations. Because many of these

nations have modest cyber capabilities, their ability to respond to cyber-attacks can be limited, yet

they need to respond to these attacks to protect their critical financial infrastructure.

This study explores the challenges that the Ecuadorian financial industry confronts when dealing

with cybersecurity incidents and examines two potential strategies often applied in the developed

world—“Computer Security Incident Response Teams (CSIRT)” and “information sharing”—to

improve the sector’s cybersecurity capabilities to respond to the associated risk. Thirty-three semi-

structured interviews with multiple stakeholders (financial security managers and security officers,

authorities, and managers at Internet service providers) were conducted using both structured and

open-ended questions, and two cyber-attacks scenarios. Based upon a qualitative text analysis,

this work reports on experiences with security incidents, barriers to responding to threats, and

stakeholders’ desired responses.

We find that the Ecuadorian financial sector already confronts cybersecurity risks, driven by both

outsiders and insiders, which result in fraud and operational failures. The sector faces constraints

imposed by computer users’ lack of awareness, scarcity of financial and technical resources, and

challenges imposed by the ecosystem, such as little community support and weaknesses in the

legal framework that has only recently been somewhat strengthened. In the pursuit of improve-

ment, stakeholders’ postures suggest that there is an opportunity to establish better incident re-

sponse strategies for the Ecuadorian financial services through the creation of a CSIRT and an

information-sharing program. To decrease uncertainty about threats, stakeholders are more likely

to share technical information as opposed to quantitative information about security incidents.
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Introduction

Many nations recognize that the financial sector as an essential compo-

nent of their critical infrastructures and economies (see [1] as an ex-

ample). At the same time, this sector has been repeatedly targeted by

cyber attacks with remarkable success. In the USA, widely publicized in-

cidents in the financial and payment services have included data

breaches in JP Morgan, Card Services, Target, TJX, and more. Reports

by Verizon [2–3] show that relevant threats on the financial sector in-

clude Distributed Denial of Service (DDoS) attacks, web attacks, cyber

espionage, card skimming, and attacks on point of sale (POS) terminals.

The persistence and sophistication of cyber-attacks has given rise to

multiple strategic initiatives for cybersecurity in critical infrastructure
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protection (CIP), such as the National Institute of Standards and

Technology (NIST) cybersecurity framework, information sharing pro-

grams, and other cyber strategies. Worldwide, most advanced nations

have adopted similar approaches. To succeed such strategies require a

high level of legal, technological, economic development, and a skilled

workforce. Unfortunately, developing nations often lack some of these

competencies. This can constrain their ability to detect cyber threats

and respond appropriately.

If incident response capabilities are to be improved, it is import-

ant to understand the types of incidents a critical sector faces and

the barriers that prevent stakeholders from appropriately respond-

ing. This article explores the challenges that practitioners in the

Ecuadorian financial services experience when dealing with cyberse-

curity incidents and examines two potential strategies frequently

applied in the developed world and other countries—a Computer

Security Incident Response Team (CSIRT) and an information shar-

ing program. We expect that the results of this study will inform

courses of action to enhance cybersecurity in this critical infrastruc-

ture sector in Ecuador and also in other developing countries facing

similar conditions (cultural, economic, demographic) and

challenges.

As we detail below, we conducted 33 semi-structured interviews

with multiple Ecuadorian stakeholders (financial security managers

and security officers, authorities, and managers at Internet service

providers). At the time of the interviews, many of the challenges

Ecuador faced when responding to cybersecurity incidents were

similar to those faced by the financial sector in the developed world.

However, there were also some important differences. Attackers

used variations of well-known methods (e.g. card skimming and so-

cial engineering) to tailor their attacks to computer financial users.

Attackers had taken advantage of the opportunities that the domes-

tic financial ecosystem provided them to achieve their goals (e.g. the

lack of a cyber crime law and the lack of awareness). Although most

of the security incidents reported by respondents in our interviews

did not have the sophistication of very aggressive intrusions

observed in countries such as the USA, a special case that arose after

the interviews, indicates that this is changing. Recently, criminal of-

fenders targeted an Ecuadorian financial institution with the pur-

pose of testing an attack vector (involving malware) that uses the

messaging network of the Society for Worldwide Interbank

Financial Telecommunication (SWIFT) and conducting fraud. This

pattern of attack has been also successfully reproduced in

Bangladesh and Vietnam [4–5]. Such developments demonstrate

that, as in the developed world, cyber threats in the developing

world are occurring and causing harm.

When responding to security incidents, stakeholders face barriers

that also resemble those faced by developed nations. However,

Ecuador confronts additional barriers. Weakness in the legal frame-

work was frequently reported by respondents, as was lack of com-

munity support. Internally Ecuadorian financial institutions face

constraints due to the limited number of personnel dedicated to se-

curity tasks, lack of skilled people, lack of network visibility, and in-

adequate coordination.

The remaining of this article is organized as follows: ‘The Section

‘Literature review’ reviews related work; The Section ‘Method’

explains the research method; The Section ‘Incidents, attitudes, and

approaches’ describes stakeholders’ experiences with security inci-

dents and their approaches; The Section ‘Barriers to incident re-

sponse’ identifies the barriers that stakeholders face; The Section

‘Strategies to improve incident response’ examines two potential strat-

egies to advance incident response; and The Section ‘Discussion and

conclusion’ discusses the findings and concludes.

Literature review

Literature relevant to this study addresses cybersecurity incidents in

the financial sector and cybersecurity research in the critical infra-

structure of developing nations.

First, surveys have traditionally been conducted by private and

public organizations as a means to learn about security incidents af-

fecting several industries. AT&T, IBM, SANS Institute, Verizon,

Center for Internet Security, and security firms typically publish re-

ports describing the trends of cyber-crime incidents, threats, practi-

tioner response strategies, and security investment decisions.

Although conflict of interests in non-academic publications can be

found (e.g. research to promote sales; see [6]), several industry re-

ports are considered authoritative in certain areas of cyber crime

(see [7] citing Verizon as an authoritative source). Other major con-

tributors are government agencies, such as the FBI, the Australian

Cyber security Centre, the UK National Cyber Security Centre and

more. Many of these studies provide a global perspective that allow

us to position risks by types of industry, where the financial services

often rank as one of the most targeted sectors by cyber threats.

There have been several recent research initiatives in the finan-

cial domain. In a New York State Department of Financial Services

(2014) cybersecurity survey [8], 154 institutions report on their

approaches to cybersecurity (compliance, information sharing, and

preparedness to breaches), criteria for investments (economic condi-

tion, business directives, compliance, and reputation), governance,

and plans. This report provides statistics on incidents, including

malware (22%), phishing (21%), and pharming (7%), but it does

not provide details on how they occurred. At Computer Emergency

Response Team Coordination Center (CERT/CC) Randazzo et al.

(2004, 2005) [9–10] and Cummins et al. (2012) [11] focus on assess-

ing insider threat in financial services. CERT/CC analyzed 67 mali-

cious insider cases and 17 non-malicious to identify patterns in

people’s behavior and techniques. Findings include insiders’

approaches (not sophisticated, slow tactics), insiders’ targets (e.g.

PII), and detection methods (audits, co-workers report) [11].

In the context of cybersecurity in developing countries, prior lit-

erature addresses cybersecurity issues in a number of African na-

tions, but in the Americas literature it is very sparse. In the global

sphere, a dated International Telecommunication Union report

(from 2007) provides an explanatory guide for cybersecurity geared

toward developing countries [12]. The report includes forms of

cybercrime, cyber-attacks, standard security technologies (e.g. PKI,

IPSec), and legal elements (e.g. intellectual property). Incident re-

sponse is mentioned, but not seriously addressed.

In Africa, a study by Cole et al. (2008) addresses national cyber-

security practices from a continent perspective [13]. Cybersecurity

posture in African nations (grouped in regions) was assessed based

on a number of criteria, including cyber-crime legislation, CSIRTs,

higher education programs, end user education, national PKI, law

enforcement, and policies for security measures. At the time of that

review, very few African nations were addressing cybersecurity and,

among them, the main focus was mostly legislation related to cyber-

crime. Most security investments were reported in the private busi-

nesses. The report emphasizes the need to improve cybersecurity in

Africa. In his CMU Ph.D. thesis, Target (2010) conducts a compara-

tive analysis between two African nations (Rwanda and Tunisia)

that investigates the posture of governments regarding cybersecurity

threats from a general perspective [14]. The author calls for custom-

ized initiatives because strategies and policies designed for cyber-

defense of developed countries can be irrelevant for developing

nations. Another finding is that governments in those developing
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nations have higher risk tolerance for cyber-threats than in de-

veloped countries. Additionally, in Nigeria, Osho and Onoja (2015)

conducted a comparative analysis between the Nigerian National

Cyber Security Policy and strategies of other similar and different

nations [15]. They found gaps in addressing cybersecurity elements

specific to the country’s environment.

In the Americas, Newmeyer (2014) conducted a qualitative study

to assess the national cybersecurity readiness of Jamaica. This inves-

tigator recommends adoption of international best practices [16].

In terms of incident response, CERT/CC very briefly narrates two

case studies. A Colombia case study describes steps taken to create a

national CSIRT and summarizes lessons learned. This study high-

lights a vision of government supporting the creation of the team in

coordination with academia [17]. Similarly, Tunisia is presented as

an example of a successful national CSIRT that overcomes resource

constraints by using open source tools [18]. In the Latin American

context, a report from the Organization of American States (OAS)

and Symantec (2014) identifies trends, best practice guidelines for

firms, and national efforts toward improving cybersecurity in every

country [19]. National cybersecurity posture is described in terms of

availability of the following initiatives: a national CSIRT, national

cybersecurity governance functions, awareness campaigns, a cyber-

security policy, a program for CIP, and international collaboration

capabilities. Further, OAS, the Inter-American Development Bank,

and the Global Cyber Security Capacity Center (2016) present

cybersecurity initiatives of 32 Latin American and Caribbean na-

tions in the areas of policy and strategy, culture and society, educa-

tion, legal framework, and technologies. The authors report that the

capability to respond to incidents in the region is in early develop-

ment [20]. Because this report was designed to overview several na-

tions, it does not address any specific critical sector in depth.

In brief, cybersecurity research in financial services has been

traditionally concentrated on environments of developed economies.

In developing nations, most studies have focused on assessing na-

tions’ cybersecurity posture, national strategies, national best prac-

tices, and high-level description of incidents. Nevertheless, an

effective approach to develop cybersecurity capabilities in a develop-

ing nation’s critical sector requires a deeper understanding of secur-

ity challenges the sector faces and elements that prevent enhancing

effective response.

Method
This study focuses on the analysis of the Ecuadorian financial ser-

vices. Semi-structured interviews were conducted in order to allow

sufficient flexibility to capture meaningful data while having enough

structure to facilitate posterior comparative analysis [21–22]. The

goal was to explore the financial stakeholders’ experiences with se-

curity incidents, to investigate the internal and external limitations

they face when handling those incidents, and then to inform strat-

egies for improvement (i.e. a CSIRT and information sharing).

Based on these objectives, Figure 1 displays our conceptual frame-

work, which led in turn to our interview guide topics and subse-

quently to the interview questions. Across sections of the study, we

used semi-structured and open-ended questions, cyber-attack scen-

arios, and printed cross-tabs to elicit responses.

During the interviews, elicitation of security incidents, barriers

to respond to security incidents, and preferences regarding CSIRT’s

attributes were conducted in two stages: (i) spontaneous stage—

respondents were asked to tell us about what was already on their

minds so that we would not influence their responses; and (ii) guided

stage—respondents were presented with a list of choices in order to

obtain answers to more specific questions and to capture additional

information about a particular topic.

When eliciting security incidents, we started asking open-ended

questions about respondents’ experiences. This was an opportunity

to hear them taking about some incidents and, at the same time, to

observe them refraining from speaking about other types of inci-

dents. Next, we presented them with a list of security incidents we

had hypothesized were occurring in the financial sector (the sources

were local newspapers and the literature) in order to estimate the

frequency of incidents occurrence and the level of interviewees’ con-

cern. The goal of our approach was to find differences between the

two stages of the protocol, and also to collect as much information

as possible. Our thesis was that: what was not said in the first stage

might come up in the second one, especially because often firms’

representatives do not feel comfortable talking about security inci-

dents due to embarrassment and fears of liability [23]. Also, the se-

cond stage allowed us to record interviewees’ responses in a

structured manner by using a Likert scale. Elicitation of barriers to

respond to security incidents followed a similar strategy.

We elicited financial stakeholders needs (CSIRT services) and

judged relevance (importance of the services) by using the same ap-

proach. First, financial respondents spontaneously cited CSIRT ser-

vices that they desire. Next, respondents were presented with a

predefined list of eight CSIRT services, reactive and proactive as

defined by CERT/CC in [24], and were asked to assign a level of im-

portance using a Likert scale while justifying their choices. In each

case we asked respondents why they needed a particular service and

why they assigned the level of importance they chose. This approach

provided insights on how to prioritize potential services. Moreover,

we elicited preferences regarding CSIRT organization, including lo-

cation, authority, and funding.

Risk Triggers

Internet Service Provider InfrastructureLaw Enforcement

Threats
Malware
Outsiders
Insiders

Methods
Skimming
Phishing

Pharming
Data theft

Barriers
Resources
Processes

Technology
Externalities

Attack
Financial System

Financial
Institutions

Profile
Posture
Defense

Strategies

Response

Customers

Figure 1: Conceptual framework used to structure this study

Journal of Cybersecurity, 2018, Vol. 0, No. 0 3

Downloaded from https://academic.oup.com/cybersecurity/advance-article-abstract/doi/10.1093/cybsec/tyy002/4990518
by guest
on 02 July 2018



When eliciting attitudes and preferences regarding information

sharing, we supplemented semi-structured with open-ended ques-

tions to elicit information needs, willingness to share (WTS), incen-

tives, and metrics for the sharing program. We incorporated two

cyber-attack scenarios to assess WTS: “advanced phishing” includ-

ing malware capabilities (i.e. pharming), and hacking of an institu-

tion’s web server. In this case respondents faced a binary decision,

share versus do not share, for a specific piece of information

involved in a security incident, such as attack vector, impact, vulner-

ability, and more. In this section on information sharing, we wanted

to understand what pieces of information financial stakeholders

view as relevant to improving their ability to respond to incidents,

what motivations would advocate their participation in an informa-

tion sharing program, what kind of information they would be will-

ing to share with the financial community, and how they would

assess the effectiveness of the information sharing program.

Data collection
Respondents in this study were representatives from financial institu-

tions, government authorities with responsibilities in cybersecurity,

Internet service providers (ISPs), and two CSIRTs, one supporting

local universities and the other supporting the national telecommuni-

cations industry. Thirty-three respondents were recruited by phone, e-

mail, and in person. In financial institutions, we visited their offices

and asked for functionaries responsible for information security man-

agement. Twenty-four financial institutions were contacted, 17 agreed

to participate, and 13 actually participated. In these institutions, 18

respondents were Chief Information Security Officers, risk managers,

security chiefs, security officers, risk officers, a compliance manager,

and an IT manager. In addition, we interviewed authorities who con-

trol, regulate, assist, and investigate managerial and technical aspects

of security incidents, including managers, supervisors, and a police of-

ficer. Finally, executives and technical managers at ISPs and experts

from CSIRTs were also interviewed.

Purposeful sampling was used to obtain information-rich cases

that allowed us to perform in depth analysis [25]. In order to collect

a diverse range of experiences and verify these experiences across re-

spondents [26], we used person, organization, and site triangulation

to avoid effects of issues particular to specific groups or locations

[27]. Hence, our criteria include: (i) the size of financial institutions

as measured by their number of customers, including large (national

coverage), medium, and small size institutions; (ii) the type of finan-

cial institutions, such as bank, mortgage institution, credit card insti-

tution, and cooperative; (iii) the geographic location of the

headquarters of participants’ institutions; and (iv) the institution’s

sector of operations—public and private. Of the ISPs, three are very

large with national coverage and one is small with local coverage.

While the sample is diverse, we make no claim that it is statistically

representative.

Respondents (29 males and 4 females) were told that we, at

Carnegie Mellon University, were conducting a study to improve in-

cident response capabilities in the financial sector. Respondents (age

range 30–65) offered their time without compensation. Interviews

were conducted from 21 July to 12 September 2014. Most (31) were

conducted in person, one by telephone, and one via voice and video

over the Internet. Recordings were allowed for all but two of the

interviews. The two exceptions involved authorities. In those cases

detailed notes were taken. The average time of all interviews was 87

min (std. dev.: 20.7 min, range: 63–138 min, total: 47.9 h). When

potential participants declined to participate, we pursued

replacements in other similar institutions. Explanations given by

those declining included:

“We do not talk about these issues [security incidents] outside of

the organization.

Apologies, we do not consider appropriate our participation

now.

We have no time.

Thank you, we have already participated in a study.”

Transcriptions of audio recordings were conducted by two native

Spanish speakers, one of whom was the interviewer and the first au-

thor of this article. To ensure accuracy of the data we: (i) used speci-

alized software (F5 Transkript) to assist with transcriptions; (ii)

incorporated rules of transcriptions; and (iii) conducted periodic re-

visions between the two transcribers. Privacy and accuracy consider-

ations increased the cost and time of transcriptions substantially.

We also made efforts to keep respondents’ participation confidential

before, during, and after the recruitment, interview, transcriptions,

and analysis.

Data analysis
We conducted a qualitative analysis (category-based analysis) in

Spanish, focusing on a thematic analysis as described by Kuckartz

(2014) to identify themes related to our research questions [28].

Interview files were organized into four groups: financial stake-

holders, authorities, ISPs, and CSIRTs. The dataset was indexed in

two stages. First, five interviews were coded on paper to develop the

draft of a codebook, which was refined through discussions with an-

other researcher. Then, the analysis was assisted by qualitative data

analysis software (Maxqda) to annotate the entire dataset.

Frequency of incidents, level of concern, and preferences for infor-

mation sharing and CSIRT services were coded directly in cross-tabs

during the interview. The results of the study are presented in the

three following sections.

Incidents, attitudes, and approaches

Respondents defined ‘information security’ and ‘security incident’,

and they elaborated the distinction between an ‘incident’ and an

‘event’. These clarifications were essential to ensure a common lan-

guage during the elicitation of frequency of incidents and concern of

stakeholders. In their definitions, respondents often incorporated

standard language (e.g. confidentiality, integrity, and availability)

and the terms they later used to narrate their experiences during the

interview (e.g. fraud). Respondents’ conceptualizations of incidents

were diverse and driven by corporate policies and security managers’

perceptions. The most elaborated definitions considered numerical

thresholds set for monetary losses, and a categorical subjective as-

sessment for negative effect on reputation. Differences of conceptu-

alizations were found when drawing the line between an incident

and an event. Whereas some stakeholders thought that an incident

implies an economic or reputational impact, others believed that the

intention of an attack that demands their attention (effort and time)

is sufficient to qualify a particular occurrence as an incident. We

considered this distinction, and adopted Internet Engineering Task

Force’s (IETF) incident definition specified in the Request for

Comments 4949 when eliciting types of incidents. This definition is

not substantially different from NIST’s definition (in the USA) in the

sense that both imply a violation of security rules. IEFT’s definition

states: “A security event that involves a security violation [29],”
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while a security event is “an occurrence in a system that is relevant

to the security of the system [29].”

Security incidents
Interviewees narrated security incidents they have been experiencing

over the past 4 years as well as consequences (unavailability and

fraud). Hence, the collected data are composed of past and current

occurrences at the time of the interviews. In specific cases, such as

card skimming, respondents made clear that the frequency of occur-

rence at the time of the interview was changing because the financial

sector was implementing smart payment cards, Europay,

MasterCard and Visa (EMV). During the transition, some institu-

tions experienced an increase in the number of incidents while others

experienced a decrease. Figure 2 reveals two key findings: (i) infor-

mation that respondents spontaneously reported was limited when

asked about incidents, but respondents were willing to report add-

itional information when specifically asked about particular types of

incidents during guided elicitation; and (ii) there are five major inci-

dent types (and the outcome unavailability) that respondents often

report, which were confirmed by authorities.

Frequency of incidents. Given the anticipated wide range of type

of incidents, we elicited their frequency on a Likert scale from 1 to 7

according to personal perceptions of financial stakeholders. These

types of incidents are not necessarily exclusive. Table 1 shows the

top 10 manifestations of incidents as reported by financial

institutions and authorities. In the first row, five stakeholders state

that they occasionally see incidents related to users’ errors, such as

password sharing, data entry mistakes, and falling into social engin-

eering attacks.

While some incidents are ubiquitous across institutions (e.g. user

error), others are specific to certain kinds of organizations. For ex-

ample, when targeting their victims, phishing attackers consider: (i)

institution’s size measured in number of customers and geographical

coverage, (ii) business model characterized by type of financial busi-

ness, e-commerce capabilities, and (iii) customer market segmenta-

tion. Figure 3 shows that both large and small organizations deal

with card skimming, whereas phishing appears to be comparatively

more serious in large institutions; authorities confirmed that the five

local major banks often face phishing that targets customers’

e-banking credentials. In the ordinal scale—which was used to pro-

tect respondents’ privacy—business models of institutions 10 and 11

do not have online banking services.

Level of concern. Degree of concern about incidents was elicited

by using a Likert scale from 1 to 5 to capture financial stakeholders’

perception of the associated risk. Concern was also revealed in their

descriptions of incidents.

Table 2 shows that financial respondents are very concerned

about incidents that were frequently mentioned, including user

error, malware, phishing, and skimming. Nevertheless, respondents

are also very concerned about information leakage, which is an inci-

dent less often reported. Concern rises because respondents feel they
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Figure 2: Type of security incidents cited by respondents

“All stakeholders” consider all participants in the study, whereas “financial respondents” (stakeholders) are those whose roles are directly linked to the financial

industry (functionaries and authorities). See definitions of security incidents in Appendix A1.

Table 1: Frequency of incidents reported by financial stakeholders

N Incident\Likert Scale 1 2 3 4 5 6 7 Scorea

1 User error 0 1 5 7 4 3 1 90

2 Phishing 8 2 3 3 5 3 0 76

3 Skimming 3 5 4 3 3 0 3 73

4 Malware 5 7 4 3 1 2 0 60

5 Unavailability 1 7 8 1 3 0 0 58

6 Information leakage 1 6 0 6 2 0 0 47

7 Unauthorized access 0 4 0 4 0 0 0 24

8 Internal fraud 0 1 4 1 0 0 0 18

9 Carding 0 1 0 1 0 1 0 12

10 Insider 3 1 2 0 0 0 0 11

Scale: (1) never, (2) rarely, (3) occasionally, (4) sometimes, (5) frequently, (6) usually, (7) every time.
aWeighted sum computed as the number of respondents by the Likert scale respectively.
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lack adequate tools to effectively detect and prevent information

leakage. Although a number of them have implemented elementary

access control schemes (e.g. blocking Universal Serial Bus ports),

they admitted uncertainty about detection of data leakage, especially

due to lack of visibility in distributed computing environments. The

Likert scale failed to capture this issue. In addition to frequency,

level of concern is often associated with respondents’ perception of

the quality of their security controls.

Threat characterization. Financial institutions face threats posed

by insiders, outsiders, and even natural hazards. Internally, the human

component of an organization is perceived to be as important as the

external threat because of inactions as well as intentional and uninten-

tional actions that lead to fraud or failures in confidentiality, integrity,

and availability. As seen, “user error” is the most cited source of se-

curity incidents and the factor from which most concern arises among

financial stakeholders. In this category of incident, respondents

related human behaviors affecting information security such as: com-

puter users with high-privileges updating databases by using scripts

that contain errors [R1], software coding errors [R25], computer

users sharing passwords with co-workers [R11, R12], users facilitat-

ing information leakage [R27], failure to follow procedures to authen-

ticate financial customers [R13], entering incorrect (typing error) data

in financial applications [R15, R17, R21, R25, R27], and failure to

comply with security policies [R16, R33]. Only one financial institu-

tion did not label “user errors” related to unintended behaviors, as se-

curity incidents, but as a security event.

Beyond user errors, insiders have been detected—eventually with

the help of customers—conducting information leakage. An em-

ployee which had both a high level of authority and privileged access

to financial information operated the most surprising data leaking

case. By running SQL queries into a financial database, this actor

copied and leaked sensitive information right before leaving his pos-

ition at a financial institution [R28]. Also, users with regular access

have leaked customers’ financial data, which subsequently were de-

livered to other competing financial institutions [R18], and insiders

have been detected conducting unauthorized financial transactions

that have led to cases of fraud.

In addition, attackers conduct research, obtain partners, develop

tools, and perform individual and group focused attacks. They ob-

tain information about their victims by stealing finance portable

computers, breaking into customer’s personal e-mails, and analyzing

e-banking systems and ATM machines. Attackers also find partners

to facilitate the break-in and materialize a financial gain. Criminal

offenders design electromechanical, electronic, cyber tools, and so-

cial engineering methods to break into banks’ defenses and to take

advantage of customers’ unawareness. These professional criminals

conduct attacks on the cyber financial infrastructure, including card

skimmers with relative sophistication (e.g. Bluetooth capabilities).

Email scams and phone calls are used in order to impersonate cus-

tomers to intimidate institutions employees, and initiate unauthor-

ized financial transactions. Tailored malware is employed to

stealthily alter the operations of customers’ computers (e.g. pharm-

ing) and ATMs machines.

Although incidents triggered by natural hazards were reported

only once, this type of incidents has an enormous potential to affect

availability of IT systems. A flood-related incident involving a data-

center was described to point out that financial institutions have

opportunities to improve their physical infrastructure to address nat-

ural disasters.

To sum up, financial institutions in Ecuador have to deal with

risks resulting from several sources. In Figure 2, one can identify

three broad categories of incidents. The first involves unintentional

incidents caused by corporate employees, collaborators such as con-

tractors, and financial customers. These incidents are linked to the

use of information technology and applying operational procedures

to support financial services and interact with them—all types of

Table 2: Level of concern reported by financial stakeholders

N Incident\Likert Scale 1 2 3 4 5 Scorea

1 User error 0 2 7 9 2 71

2 Information leakage 0 2 2 6 7 69

3 Malware 0 8 4 9 1 69

4 Phishing 0 8 5 7 2 69

5 Skimming 0 4 6 7 2 64

6 Unavailability 1 5 4 5 4 63

7 Unauthorized access 0 0 1 3 3 30

8 Internal fraud 0 1 3 0 2 21

9 Insider 0 4 0 1 1 17

10 Identity impersonation 0 2 0 1 1 13

Scale: (1) not at all, (2) slightly, (3) somewhat, (4) moderately, (5) extremely.
aWeighted sum computed as the number of respondents by the Likert scale.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Ordinal scale of the size of financial institution, small to large.
Bubble area is proportional to Frequency in Likert scale [1-7]

User error

Phishing

Skimming

Figure 3: Frequency of incidents by size of institution
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institutions suffer here. The second category includes adversarial ac-

tions motivated by financial gains—card skimming, tailored mal-

ware, scams, information leakage and so on. A third category

includes adversarial attacks carried due to other motivations, such

as recognition and revenge; for instance: defacement and distributed

denial of service, respectively. A fourth category—not shown in

Figure 2 because of very low frequency of occurrence—comprises

natural hazards. Thus, the financial sector not only faces cyber risks

but also physical and cyber-physical risks.

Attitudes
Confidence. There were a few cases in which senior stakeholders felt

confident enough to talk about additional details of experienced in-

cidents and successful responses. For example, these respondents

showed examples of innovative techniques to enhance protection of

customer’s computers to prevent fraud driven by pharming, and

they also talked about practices to conduct advanced investigations

in phishing.

Secrecy. A high level of concern for confidentiality was observed

when: (i) recruiting participants—it was challenging to obtain re-

spondents, and (ii) interviewing—a respondent explicitly recognized

secrecy as an institutional posture, and others cited examples.

Authorities have also noticed that some institutions act with reserve

when dealing with consequences of phishing attacks to protect their

reputation. The following comment illustrates this issue:

“They [thieves] robbed here [this institution] by using a method,

but I am not allowed to communicate and alert another institu-

tion” [Respondent R27].

Perception of risk. We observed over-confidence by a small num-

ber of respondents in security controls (e.g. anti-malware and perim-

eter protection) and low concern when dealing with malware in end

users’ computers. However, the magnitude of concern about mal-

ware increases when considering ATM machines as a target.

Current approaches
Learning by experimentation. Security incidents not only produce

negative outcomes but also catalyze positive effects. Most executive

managers at institutions become aware of security incidents when

they suffer negative consequences, so the occurrence of incidents is a

powerful instrument of situational awareness, especially when fraud

is involved. The same reasoning applies to financial customers. For

example, one respondent noted:

“Awareness arises with education, communication and unfortu-

nately with incidents” [R3].

Ad hoc and formal collaboration. Some stakeholders have de-

veloped small, ad hoc circles of trust, in which members collaborate

in informal ways. For example, they may share phishing links when

they receive them in their inboxes. Furthermore, there is at least one

official forum in which institutions formally share information re-

garding fraud in ATMs—although respondents believe this collab-

orative initiative can substantially be improved [R20, R27].

Investment and innovation. Large institutions with substantial

budget set the upper bound on the state of the cybersecurity practice

in the nation (e.g. e-banking security), while smaller institutions fol-

low their lead or at least model their strategies accordingly [R3,

R20, R28]. One respondent (authority) explained:

“Larger banks help set security standards” [R26].

Very small institutions seem to confine their efforts to fulfilling

regulatory requirements because of budget constraints. In such

cases, regulatory requirements play the primary role in fostering in-

vestment and managing operational risks.

Barriers to incident response

Stakeholders at Ecuadorian financial institutions face barriers that

prevent them from properly responding to security incidents. By

considering organizational boundaries, Figure 4 and Figure 5 con-

solidate explicit responses for questions addressing (i) barriers and

(ii) the biggest barrier. For instance, lack of “awareness” was cited

as a barrier by five participants, three of whom believed it was the

biggest barrier. Internally, “small team size” is the most frequently

cited barrier and “lack of awareness” is the biggest barrier. Most of

the biggest barriers are internal.

Externally, “weakness of the legal framework” was the most fre-

quently reported barrier and “lack of support from ISPs” was

emphasized as the biggest barrier by two respondents.

By considering the “risk class” [30] in which these barriers

emerge, they can be categorized in four groups: people, processes,

technology, and externalities.

People
Lack of awareness. The financial institutions we studied face chal-

lenges that lie in at least four of the five “dimensions of awareness”

as cited by Siponen, including organizational, institutional educa-

tion, general public, and socio-political dimension [31]. First, a few

executive managers still need to be educated about observing secur-

ity practices and convinced about the need for investing aspects of

security, which directly impact the organization’s security posture.

For example, one respondent asked:

“How can I tell the executive manager that he should not connect

his iPad into the corporate network?” [R3].
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Number of respondents
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Figure 4: Internal barriers to incident response

Lack of interna�onal coopera�on
Lack of specialized personel

Lack of external support
Lack of external coordina�on

Absence of a CSIRT
Slow providers response �me
Lack of customers' awareness
Lack of colabora�on / sharing

Lack of support from ISPs
Weak legal framework

Barrier

Biggest barrier

0 1 2 3 4 5 6 7 8 9 10
Number of respondents

Figure 5: External barriers to incident response
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Top managers assess the probability of an incident occurrence by

using a frequency approach, so it is most likely that they invest in se-

curity after an important incident happens. The following is an illus-

trative exchange:

“Senior executive E: Why did this event [security incident]

happen?

Security staff S: Do you recall that potential issue we talked

about some time ago?

E: I see. What do you need to take care of it?

S: As discussed then, I need these resources . . .

E: Approved. Do it right now!” [R20].

In addition, the financial sector has to deal with security-related

human behavior within and outside their borders. Financial em-

ployees and other collaborators experience difficulty in fulfilling se-

curity policies and frequently value convenience over security. For

example, users share their passwords to avoid organizational pro-

cedures or to timely achieve a particular operational goal. At the

same time, general members of the public (i.e. financial customers)

are in the learning process about “invisible” cyber-risks inherently

imposed by the usage of technology they often are not familiar with.

In this process, many have failed to recognize elementary and

advanced threats (e.g. phishing and pharming).

Traditional approaches to delegate security functions to end

users encounter two main problems according to Adams and Sasse

(1999): (i) lack of security awareness, and (ii) utilization of security

means (e.g. passwords) that suffer from usability issues [32]. To ad-

dress security failures triggered by humans, some have advocated

that security awareness training can be a major instrument [33–34].

Stakeholders, however, argue that security awareness is not only

challenging to achieve but also insufficient. They report that know-

ledgeable users have also failed to observe security rules due to lack

of concentration when accomplishing security tasks, while others

argue that they need authority to enforce security policies through

deterrence (i.e. punishment). Two respondents noted:

“Here, even an aware user has fallen into attackers’ stratagems”

[R21]. “Investments to raise awareness, by itself, is not enough,

security managers need authority” [R3].

Although insufficient, security awareness is still necessary. Some

efforts from Ecuadorian financial institutions to educate the public

have been observed. However, the fact that customers still fall into

attackers’ traps suggests that more public cybersecurity education is

needed. One respondent noted:

“Until recently, customers only understood about the regular

theft, but definitely not cyber” [R21].

In order to deal with security usability issues, Cranor (2008)

argues that systems with automatic and intuitive capabilities that

prevent human errors are needed [35], while Sasse et al. (2014) sug-

gests taking measures to minimize the burden that security functions

impose on end users, such as consolidating authentication tasks and

making them implicit rather than explicit [36].

Lastly, people’s behaviors and their abilities to disrupt networks

call for legal rules. Yet, stakeholders reported that it was nearly im-

possible to penalize cyber-criminals (see section Externalities).

Insufficient size of security team. This is the most frequently

mentioned internal barrier (by 72% of respondents) among institu-

tions and is driven by budget limitations. Lacking security personnel

does not allow managers to implement security capabilities in finan-

cial institutions. To overcome limitations and improve response,

most institutions establish a temporary and multidisciplinary CSIRT

team in the presence of an incident, in which employees across tech-

nical and non-technical departments participate.

Lack of security specialists. Even institutions with a reasonable

budget or substantial budget face constraints to locally find security

specialists because of the scarcity of skilled workforce at the na-

tional level. This issue is not exclusive for financial institutions as

ISPs face the same barrier, so they both often train and prepare their

own personnel to handle security [R7, R23].

Processes
Training. High-quality security training is mostly available overseas

or provided via international instructors, which increases the cost.

Lately, security certifications have started becoming common

among some security professionals; however, high costs restrict peo-

ple’s access to those certifications [R20, R28].

“Obtaining security certifications is very expensive [R20]. Some

security certifications, such as CISSP are only available overseas”

[R28].

Internal coordination. While mature organizations empower in-

formation security management in their institutions, a few medium-

and small-sized institutions have not developed their organizational

structure to foster incident response capabilities. Authority and inde-

pendence of security functions in institutions are needed to balance

cybersecurity risks and business objectives, such as business depart-

ments pursuing business innovations and profit [R3, R14], as well as

IT departments’ duties consisting of releasing projects on time and

keeping IT operations running [R14, R15, R16].

“We [security officers] have delays. We want to implement con-

trols to prevent security incidents, but the IT department has

other business priorities. They do not process our requirements”

[R14].

Physical security provision. There is concern by some authorities

about the inadequacy of physical security implemented by institu-

tions that allows criminals to install card skimmers and steal debit

cards (exchange of physical cards). The interviewer had visual access

to videos showing attack operations during an interview and pic-

tures of card skimmers in another one. One respondent observed:

“Watch the video, the criminal has been in the ATM lobby for

about 20 min. Where are the security guards?” [R30].

Provider and vendor support. Institutions need more timely re-

sponse from vendors, security providers, and security services.

Managers feel that not having local vendor representatives of secur-

ity technology makers (available overseas) amplifies this limitation.

For example:

“My provider’s response time is very slow” [R21].

Technology
Technology acquisition. The ability to acquire more advanced tech-

nology is limited to organizations with larger budgets, so it is hard

for small and medium sized institutions to automate capabilities for

fraud detection and prevention. For instance, sophisticated anti-

fraud software designed by developed countries is very expensive in

the context of developing nations, so the associated costs (acquisi-

tion, implementation, and operation) exceed the estimations of the

risk in several cases.
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Implementation and updating. Having the resources to acquire

security technologies does not guarantee that they can be easily de-

ployed and integrated. Some new technologies have been designed

to work in homogeneous environments with high-speed communica-

tion networks. However, existing financial systems and architectures

in Ecuador were reported to be heterogeneous and complex, which

includes legacy applications, diversity of (outdated) operating sys-

tems, and sometimes communicated over relatively low bandwidth

communication links. Additionally, implementation of security best

practices and security technology can imply modifications of legacy

systems and updating network infrastructure. For example, old ver-

sions of Cisco routers require software (e.g. Internetwork Operating

System) and hardware (e.g. Dynamic Random Access Memory) up-

grades in order to support secure protocols such as Secure Shell.

Externalities
Internet service providers’ role. Financial stakeholders and ISP rep-

resentatives were asked about the role ISPs (do and should) play in

the landscape of cybersecurity challenges faced by financial institu-

tions. Two general concerns were addressed.

To begin with, financial respondents stated they need support

from ISPs when confronting incidents, such as phishing, spam, and

DDoS. However, financial respondents believe that (i) it is hard to

obtain ISPs’ security support to respond to incidents, and (ii) the

posture of the ISPs regarding incident security support is neither

well defined nor communicated. Also, following legal procedures

makes it difficult to track and trace an attack locally. For example,

identifying the link between the IP address and the identity of an ag-

gressor can be done, but in practice this procedure takes weeks or

months when following current legal procedures. Regarding this

concern, ISPs reported that actions across domestic cyberspace net-

works are governed by the domestic legal framework, which does

not allow an ISP to monitor or block customers’ traffic. In this spe-

cific context, respondents argued that the law privileges customers’

privacy and their right to open connectivity.

In addition, there is a particular concern in the financial sector

regarding cybersecurity practices of ISPs and the conceptualization

of cybersecurity regulation in the sector. For example:

“Here [in this bank], the financial regulator conducts informa-

tion security audits every single year. I would like to know what

the definition of regulation in the telecommunication sector is.

Does it include cybersecurity?” [R3].

Cybersecurity regulatory requirements had not been formalized

[R5] in the telecommunications sector by the time we conducted the

interviews. Now the Ecuadorian telecommunications regulatory

agency is working on a draft regulation that will address ISPs’ obli-

gations to support their customers in security incidents. In large

ISPs, security practices are implemented by self-initiatives [R7,

R23]. A few ISPs have adopted a number of measures to prevent un-

desired events that could affect ISP network operational infrastruc-

ture. For example, they detect patterns of high-bandwidth

consumption, and at least one ISP detects piracy copyright violations

to take further actions based on contracts signed with its customers.

In small ISPs, however, there is uncertainty about security practices.

Apparently, small ISPs’ business models do not allow them to invest

in security [R18]. Informed respondents from ISPs stated that there

are 300 small ISPs sharing about one percent of participations in the

local market, and their assessment is that the risk is relatively low

[R3, R22]. Nevertheless, even small ISPs can provide an attacker

with an entry point into the larger financial ecosystem.

Legal framework. Weakness in Ecuador’s legal framework was

the most mentioned barrier across all categories and respondent

groups. Respondents explained that legislation to effectively punish

cybercrime has been absent, and, furthermore, administrative pro-

cedures to enforce the law need to be improved. At the time of the

interviews, a new legal framework to address some aspects of cyber

crime was being enacted in the country. One respondent explained:

“Theft cannot be proved –even if we have the skimmer as evi-

dence” [R17].

When dealing with crime, we found three types of institutional

postures. First, a few institutions opt for not pursuing legal actions

so as to protect their corporate image and save resources and time

since they feel legal action could involve a lengthy and convoluted

procedure. Second, institutions pursue legal actions but have diffi-

culties in demonstrating responsibility even when thieves are caught

performing cyber-physical attacks on ATMs. Third, and less fre-

quently, some engage in detailed investigations to (i) uncover crim-

inals and (ii) bring them to justice—institutions have creatively

succeeded in the former objective and failed in the latter.

Foreign influence. Observation of national borders is not trivial

when confronting transnational cyber-physical security threats [37].

Respondents observe that particular forms of crime expand and mi-

grate from nearby Latin American countries. Interviewees often

linked neighbors to the north with skimming attacks and very often

the closest neighbor to the south with the source of phishing attacks.

Trends can be identified to predict attackers’ next steps by observing

cybersecurity-related events in nearby nations [R13]. Additionally,

the lack of international agreements (e.g. the Budapest convention

on cybercrime) limits the range of actions that authorities can take

to pursue investigation and deterrence [R29]. In this area, the

Organization of American States recognizes that Ecuador’s ability to

strengthen international collaboration in cyberspace needs to be im-

proved [19].

Barriers to respond are summarized in terms of the risk class [30]

in which they emerge as shown in Table 3.

There are differences and commonalities when comparing the

main barriers we found in Ecuador with barriers reported in a de-

veloped nation. In the USA, the New York Financial Services’ cyber-

security study (2014) reports the more cited barriers to ensure

information security in the financial sector [8]. Table 4 shows a

comparison of barriers between Ecuador and the USA and marks

similarities with symbols. As seen, there are more similarities than

differences. One important difference is in the top ranked barrier for

Ecuador (weak legal framework), which stresses the contrast be-

tween developed and developing economy. Although lack of aware-

ness was not the most cited in Ecuador, five respondents emphasized

it as the biggest barrier they face. This barrier can be linked to cul-

tural and educational aspects of the population, and different types

of institutions face different biggest barriers.

Equivalent symbols at the end of the Ecuadorian barrier and at

the beginning of the US barrier indicate similarities. For example,

there are circles adjacent to lack of visibility to indicate this is a bar-

rier in both regions. Security team size is linked to lack of sufficient

budget because security budget is the primary constraint in Ecuador.

A developed economy seems to attract a higher level of threat so-

phistication. Whereas the US financial services already face very

advanced threats (e.g. hacking into internal systems that leads to

data breach) [38], Ecuador faces cyber threats that is on its way to

enhancing its sophistication. One example cited by respondents is

malware attacks to ATMs, and another case recently reported by

the international press is malware attack to conduct fraud by using
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the SWIFT network [39]. These two cases as well as the ongoing glo-

bal development of adversarial cyber capabilities [40] suggest that

the Ecuadorian financial sector necessitates preparation for even

more aggressive attacks than those confronted so far. As part of

such an endeavor, financial institutions could benefit from applying

models such as the “adversarial capability chain” to support predic-

tion of threats’ movements and their proficiencies [40].

Strategies to improve incident response

This section addresses two collective initiatives to enhance incident

response. We conduct a preliminary examination of the role and or-

ganizational aspects of a financial CSIRT and the feasibility of an in-

formation sharing program among local financial institutions.

A financial CSIRT
Supporting the security function of incident response has typically

been addressed by specialized teams operated by CERTs, CSIRTs,

and security operation centers (SOCs). Although the term CERT is

widely used to describe a team that addresses security incidents, it

has been suggested CSIRT is a more appropriate term because it in-

tends to cover aspects beyond emergencies [41]. Differences between

a SOC and a CSIRT are addressed by Jacobs et al. [42]. Studies on

CSIRTs are indeed extensive. At the high level, existing research pri-

marily addresses CSIRTs creation, operation, and improvement.

While some studies address aspects related to these three areas

together (see [43–44]), other studies focus on one or two areas.

CSIRT creation focuses on establishing CSIRT capabilities

[45–46]. Aspects in this area include: (i) the scope of the CSIRT’s

constituency, which can be institutional, national, regional, and

global when considering geographical and organizational bor-

ders; Morgus et al. [47] provides an example. This constituency

also can be based on the nature of its business or activities, such

as financial, government, and educational operations, (ii) level of

CSIRT authority over its constituency (no authority, legal author-

ity, shared authority), (iii) organizational and physical location,

(iv) category of incident response services, such as reactive, pro-

active, and security quality management services [43], (v) descrip-

tion of these services [48–49], and (vi) funding.

CSIRT operations concentrates on aspects related to the func-

tioning of the team when managing incidents. This area involves: (i)

organizational models for operations, such as centralized, distrib-

uted, and coordinating CSIRTs [24], (ii) operational functions

related to managing incidents, which include handling, announce-

ment, feedback, interactions, and information handling [43], (iii) re-

quirements and resources such as human capacity [50–51], skills

[52], infrastructure [53], and tools, and (iv) legal issues (e.g. cooper-

ation with police investigations) and media relations.

CSIRT improvement brings attention to the effectiveness of

CSIRTs’ implementations and operations. This area encompasses:

(i) assessments or diagnostics of the functioning of the CSIRTs as

well as evaluations of the services provided by these teams. Studies

in this area address team work performance [51] of the incident

management function in achieving its mission and objectives, for

which models such as Management Mission Diagnostic [54] and

Mission Risk Diagnostic for Incident Management Capabilities [55]

have been proposed, (ii) factors driving effectiveness, such as co-

operation, information sharing, and trust [56], and (iii) general best

and good practices, which include collaboration with internal areas,

with third parties, regulatory agencies, and other nations [56–57].

There are just a few studies on CSIRTs operations addressing

human and cultural factors. S. C. Sundaramurthy et al. (2014) used

an ethnography approach to learn ways to make a private SOC

more effective. The investigators immersed themselves in a SOC

team to work and closely observed its operations. They found that

suitable tools fitting real SOC team members’ needs not only

Table 3: Summary of barriers to incident response

Barriers Contributory factors

People • Lack of awareness
• Insufficient human resources
• Insufficient professionals in the market
• Employee turnover

• Insufficient budget
• Institutional business profile
• Insufficient academic education in cybersecurity
• Lack of knowledge

Technology • Lack of technology
• Technology implementation and updating

• Insufficient budget
• Diversity of systems and legacy systems

Process • Internal coordination/communication
• Effectiveness of security controls
• Visibility of the network (detection)
• Lack of training

• Business priorities
• Lack of empowerment
• Operational daily activities
• Insufficient budget

Externalities • Lack of collaboration/sharing
• Coordination with financial institutions
• External support of Internet providers
• Lack of local specialized personnel
• Inappropriate legal framework
• Response time of providers/vendors
• Absence of a CSIRT/SOC

• Lack of international cooperation
• Lack of communicative procedures
• Lack of trust

Table 4: Comparison of barriers by frequency of mention

Rank Ecuador USA

1 Weak legal framework Increasing sophistication

of threats

2 Security team size Emerging technologies

3 Lack of visibility Lack of sufficient budget

4 Inadequate internal

coordination

Lack of visibility

5 Technology updating Inadequate availability of

security professionals

6 Lack of training Lack of clarity on mandate,

roles and responsibilities

7 Lack of awareness Inadequate functionality
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improve SOCs efficiency but also help researchers gain trust of the

team and therefore advocate their research goals [58]. Similarly, S.

C. Sundaramurthy et al. apply the same method to assess oper-

ational tasks and strategies in three SOCs, two of which are corpor-

ate and one is academic. Areas of analysis include team structure,

training methods, workflows, tools, and metrics of productivity.

They find differences in structure and workflows, but similarity

in the challenge of justifying the SOCs’ value to their

organizations [59].

Our study mainly concentrates on “CSIRT creation” in a par-

ticular geographic environment. As with Sundaramurthy et al. [58–

59], our work is also a human-centric study of a CSIRT, but it dif-

fers from those in scope, type of audience, and context. First, the

constituency of the CSIRT under analysis is a critical infrastructure

sector with multiple stakeholders directly and indirectly involved in

the functions of responding to security incidents (response, regula-

tion, enforcement). Also, the sample of our study is diverse, includ-

ing both technical and non-technical participants (security

managers, team leaders, engineers) across financial institutions.

Third, our study is conducted in a developing nation, which involves

an environment with cultural aspects that are different from the de-

veloped world.

Overall, the goal of this section of the article is to identify needs,

preferences and human attitudes influencing on the success of the

CSIRT creation. Because Ecuador currently does not have a national

CSIRT, the financial sector lacks external incident response support

of such kind. EcuCERT, a Computer Emergency Response Team in

Ecuador operating since 2014, mainly focuses its services on the tele-

communications sector and certain areas of government [R5]. To

address this lack of support, potential services and organizational

aspects of a financial CSIRT were discussed during the interviews.

CSIRT capabilities. We elicited external views about the need

for security support in two steps. First, financial respondents spon-

taneously cited CSIRT services that they desire. Figure 6 shows fre-

quency of mentioning, where the most requested service was

information sharing.

Subsequently, respondents were presented with a predefined list

of eight CSIRT services, reactive and proactive as defined by CERT/

CC in [24], and were requested to assign a “level of importance”

using a Likert scale while justifying their choices. In each case we

asked respondents why they needed a particular service and why

they assigned the level of importance they chose. This approach pro-

vides insights on how to prioritize potential services. Table 5 pre-

sents the results from the elicitation and the ranking score. There

were four major services that most respondents classified as very or

extremely important: “alerts, incident handling, information shar-

ing, and training”. Beyond those, “legal support” was thought of as

moderately important.

Alerts—This service “involves disseminating information that

describes an intruder attack, security vulnerability, intrusion alert,

computer virus, or hoax, and providing any short-term recom-

mended course of action” [43]. In the interviews, alerts were linked

to having relevant information (e.g. threats) to support the function

of incident prevention. They need to be available at the right time

and provide actionable information. Respondents envision this ser-

vice as an outcome of subject matter expert research—analysis of

relevant threats and vulnerabilities in the financial sector—as

opposed to simply replicating generic information. Thus, respond-

ents’ expectations exceed the simple receipt of data on cybersecurity

incidents; they want information that meets specific requirements:

relevant, actionable, and valuable. These requirements match infor-

mation’s attributes of cyber threat intelligence (CTI) as cited

by [60]. Respondents’ expectations are also addressed by CTI defin-

itions, such as: “The process and product resulting from the inter-

pretation of raw data into information that meets a requirement as

it relates to the adversaries that have the intent, opportunity and

capability to do harm” [61].

Incident handling—Respondents asked for external assistance

for specific types of incidents based on the following criteria:

• Expertise: incidents that require specialized knowledge (e.g.

DDoS, phishing). A respondent stated that for some type of inci-

dents external assistance may not provide more knowledge than

institution’s technicians already have (e.g. technical errors associ-

ated with in-house developed systems).
• External influence: incidents that require actions from private

and government institutions to pursue mitigation (e.g. phishing,

pharming).

0 2 4 6 8 10 12 14

Malware analysis
Exercises

Shutdown spoofed website
Stolen data detec�on

Legal support
Vulnerability analysis
Visibility / monitoring

Smtp senders detec�on
Training

Alerts
Incident handling

Informa�on sharing

Number of respondents

Figure 6: Services brought up by financial stakeholders (spontaneous)

Table 5: Level of importance of CSIRT services (guided)

N Incident\Likert Scale 1 2 3 4 5 6 7 Scorea

1 Alerts 0 0 0 0 2 4 11 111

2 Incident handling 0 0 0 0 4 8 6 110

3 Information sharing 0 0 0 0 1 7 8 103

4 Training 0 0 1 0 7 6 4 102

5 Legal support 0 0 1 3 8 3 3 94

6 Exercises 1 0 0 0 4 6 5 92

7 Vulnerability analysis 2 1 3 5 2 3 2 75

8 Malware analysis 1 0 0 3 2 3 3 62

Scale: (1) never, (2) rarely, (3) occasionally, (4) sometimes, (5) frequently, (6) usually, (7) every time.
aWeighted sum computed as the of number of respondents by the Likert scale respectively.
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• Spread of the threat: incidents that have a broad range of impact

(e.g. card skimming).
• Innovation of attacks: incidents linked to technically sophisti-

cated threats (e.g. advanced malware).

Some participants, however, may refrain from requesting exter-

nal assistance for handling incidents that involve very sensitive infor-

mation (e.g. internal fraud).

Training—This service “involves providing information to con-

stituents about computer security issues through seminars, workshops,

courses, and tutorials” [43]. Areas of desired training include prepar-

ation in incident handling, ethical hacking, and digital forensics, and

support to educate financial customers. Some participants also wanted

to obtain security certifications directly from the CSIRT so as to re-

duce costs by avoiding commercial intermediaries. For example:

“The CSIRT should be the entity that authorizes certifications as

opposed to commercial firms” [R28].

Information sharing—Financial respondents’ set of descriptions

for this service were very close to the service known as “Security-

Related Information Dissemination,” which “provides constituents

with a comprehensive and easy-to-find collection of useful informa-

tion that aids in improving security” [43]. Respondents want global

and local statistics and patterns about security incidents provided by

other participants in the sector. They also want information about

successful cases of strategies implemented to mitigate or prevent in-

cidents’ impact (e.g. customers’ awareness). For example:

“The CSIRT should be the cluster where we could report our ex-

periences and learn from other experiences” [R14].

While both the services “Alert” and “Training” could involve in-

formation sharing, these two services could also be offered even with-

out an “information sharing program” in place. Having discussed

discrete CSIRT services with respondents allow us to prioritize these

services in a granular way. We expand the conceptualization and

issues pertaining to information sharing in the sub-section

‘Information sharing program’.

Legal support—Many ranked legal support as less important. While

most respondents say, “We already have a legal department,” sup-

porters for this service argue that there could be crime-related events in

which they may not know how to proceed. One respondent asked:

“If I detect criminals in my infrastructure, should I take a picture

of them, should I hold them . . .?” [R20].

Exercises—We described exercises in terms of a simulation of a

security emergency with the purpose of validating an incident re-

sponse plan [62]. Interest in this service is raised by the benefit of

evaluating the readiness for handling a particular type of incident.

Local (non-financial) CSIRTs added that greater benefits could be

obtained if exercises are coordinated with them.

Vulnerability analysis—This service “includes the verification of

suspected vulnerabilities and the technical examination of the hard-

ware or software vulnerability to determine where it is located and

how it can be exploited” [43]. The main focus, however, is not the

exploitation (i.e. penetration testing) but rather the assessment of

vulnerabilities. Most participants are not interested in this service

with exception of a couple of small financial institutions. While

large banks have an internal process for vulnerability analysis, small

institutions lacking abilities to establish such process on their own

showed interest. In general, knowledge about common vulnerabil-

ities being exploited in the local financial sector’ infrastructure is

most desired. Such information could be included in both “alert”

service and “information sharing” service.

Malware analysis—Respondents in large and medium size insti-

tutions stated that they already have technical support from anti-

virus firms, although some interviewees complained about the

appropriateness of the providers’ response time during technical

support. Small institutions face a bigger challenge in this area since

the levels of customized support they can obtain from vendors and

providers of security technology are limited.

Lastly, some respondents have a broad expectation of a financial

CSIRT, including, monitoring of networks, support to shut down

spoofed websites, attribution of data disclosure (e.g. individuals sell-

ing private data), and identification of senders of spam and scam e-

mails.

CSIRT organization. Three organizational aspects to support

CSIRT operations were discussed: authority, location, and funding.

Authority—CERT/CC defines authority as: “the control that the

CSIRT has over its own actions and the actions of its constituents

related to computer security and incident handling activities” [43].

Assessing what kind of authority the financial CSIRT should have

was a controversial topic. Three approaches were discussed: a

CSIRT with legal authority over its constituents, one with no legal

authority, and one with a different kind of authority (e.g. “shared

authority”1). Figure 7 shows the distribution of preferences by

group of stakeholder.

Most financial respondents envisioned a CSIRT with no legal au-

thority that could only recommend and support. This is due to a

fear of political influence, aversion to establishing a CSIRT with

regulatory power, self-determination about risk decision-making,

and trust of constituents. A response from a financial stakeholder

was:

“Trust is most important than authority so that [managers at]

banks feel they are supported” [R10].

A second group, mostly non-financial respondents, believed that

legal authority is beneficial and argued that financial institutions oc-

casionally need to be prescribed cybersecurity policies. Others sug-

gested a third approach, in which the CSIRT exercises influence

over financial institutions by establishing agreements such as shared

authority among institutions. Further discussion incorporating views

of additional institutions would be helpful.

Location—We asked where the financial CSIRT should be phys-

ically and organizationally located, offering as candidates: govern-

ment, academia, and the financial industry. Many reported the ideal
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Numer of respondents
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Figure 7: Preference for CSIRT legal authority

1 “If the CSIRT has shared authority, it works with the constituency to in-

fluence the decision-making process concerning what actions should be

taken” [43].
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option would be academia because a CSIRT needs research capabil-

ities. However, they had concerns about the ability of Ecuadorian

universities to address this challenge, including research capabilities

and managing financial confidential information. Having a CSIRT

in the government raises a major concern among stakeholders be-

cause of undesired political influence. Conversely, the financial in-

dustry establishing a CSIRT is seen as a pragmatic option due to the

sector’s risk specialization and, especially, issues surrounding trust.

In such a model, financial institutions would be the owners and op-

erators of the CSIRT, so the sector would be responsible for manag-

ing and securing the data produced by its services, such as an

information sharing program. In this respect, most participants

agreed with a model that today is successfully applied by the

Financial Services Information Sharing and Analysis Center (FS-

ISAC) in the USA; see [63].

When selecting the “financial industry” as the preferred location,

respondents of all groups very often linked their choices with the

“Association of Ecuadorian Private Banks” as a specific place to lo-

cate the financial CSIRT (Figure 8). The problem with this ap-

proach, however, is that public financial institutions may not be

included. The choice labeled “Other” includes: (i) a hybrid approach

between academia and the financial industry, and (ii) a private inde-

pendent CSIRT. Our analysis indicates that a potential successful

model should consider the current synergy and empowerment de-

veloped by the “National Financial HUB”, which is a private institu-

tion handling transactional operations of ATM machines across the

nation and is administrated by local financial institutions.

Funding—Most respondents proposed to distribute the CSIRT

operational cost among financial institutions in proportion to insti-

tutions’ number of customers, while a couple of respondents stated

that all should pay equally. The former model is currently working

in the telecommunications sector, where costs of telecommunication

backbone equipment and services are distributed among ISP corpor-

ations according to the network traffic they interchange in the

Internet. The latter model is currently working in the financial sector

for ATMs operational services, which is based on a fixed fee for

standard services without considering institutions’ size and a vari-

able cost depending on the additional assistance these institutions

request.

Information sharing program
A centralized information sharing architecture is often discussed as a

means to reduce uncertainty about cyber threats [64], and, therefore,

to inform cybersecurity decision-making [65]. Approaches to share

information include regulatory initiatives,2 self- and co-regulation,3

and educational approaches such as cybersecurity training [66].

Globally, these three approaches to promoting information sharing

are supported by several governments and specialized organizations

that have been established to enable and improve incident response

functions. The following paragraphs list the most relevant organiza-

tions to our study, some of which have a worldwide scope.

The Anti-Phishing Work Group (APWG) provides a global per-

spective on phishing and other cybercrime-related events. About

1800 organizations worldwide, including financial institutions, con-

tribute with security-related data. APWG analyzes these aggregated

data and distributes trend reports, organizes conferences for cyber-

crime, and provides public education tools to prevent cybercrime

[67].

FIRST (Forum of Incident Response and Security Teams) share

best practices, tools, and facilitates information exchange among

their members [68]. Although membership procedures seem to fol-

low a restrictive process [69], non-members can also get access to

FIRST publications on incident response.

M3AAWG (Messaging, Malware and Mobile AntiAbuse

Working Group) is an industry initiative that investigates forms of

cyber exploitation (e.g. malware, DDoS) targeting messaging sys-

tems and portable platforms. M3AAWG develops educational ma-

terial, technical best practices, and guidance for policy makers [70].

The NCFTA (National Cyber-Forensics & Training Alliance) is

an information sharing organization that concentrates efforts from

firms of several industries (e.g. energy, pharmaceutical, telecommu-

nications), US government agencies (e.g. FBI), and academia with

the purpose of identifying, mitigating, and neutralizing cyber threats

[71]. For instance, NCFTA shares malicious IP addresses and details

of spear-phishing emails [72] and provides industry-specific support.

The Cyber Financial Program (CyFin) covers cyber threats (e.g. mal-

ware, social engineering) to the financial services industry [73].

Because NCFTA is an initiative that feeds the US government with

data coming from the industry—without the need of a regulation

[72]—it can refrain participation of some US and international

actors.

In addition, Sharing and Analysis Centers (ISACs) or Information

Sharing and Analysis Organizations (ISAOs) are forums advocating

partnerships for exchanging relevant information on security threats.

ISACs for critical infrastructure include: Electricity Sector ISAC

(ESISAC), Telecom ISAC, IT-ISAC, Energy ISAC, and more [74].

Particularly, the Financial Services Information Sharing and Analysis

Center (FS-ISAC) was established in 1999 to support banking, fi-

nance, and security organizations in the USA [75]. FS-ISAC had ex-

panded operations to cover 72 countries, advised 7000 members as of

September 2016 [76], and established partnerships with industry play-

ers (e.g. Microsoft) as well as regional organizations, such as the

European Threat & Strategy Committee and the European Banking

Federation. FS-ISAC provides early warning and expert advice to as-

sists in the protection of critical assets from physical and cyber threats.

Disseminated information includes specifics about threats, vulnerabil-

ities, incidents, mitigating measures, and best practices [77]. FS-ISAC

is also developing a Security Kit, which is a wiki-based tool that
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Figure 8: Preference for CSIRT location

2 Such as the Cybersecurity Information Sharing Act of 2015 (CISA) in the

USA.

3 Co-regulation refers to “a mechanism whereby the legislator entrusts the

attainment of specific policy objectives set out in legislation or other

policy documents to parties which are recognized in the field (such as

economic operators, social partners, non-governmental organizations, or

associations)” European Commission, (2015).
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promises to support small financial institutions with a membership

[78]. Here is how a FS-ISAC representative describes the tool.

“The idea behind the Security Kit was to provide security ideas

for our members from security professionals in the financial in-

dustry. Periodically, we update the Security Kit when members

pose questions about topics that are not in the kit” [FS-ISAC

representative].

FS-ISAC advertises global information sharing in its website;

nevertheless, we may wonder whether FS-ISAC’s scope is effectively

global or mostly for the developed-world community. Although

membership is now open to financial institutions outside of the

USA, institutions with headquarters in a number of countries do not

qualify to become members. Such nations include: countries without

cybercrime legislation, countries listed on the OFAC database, and

countries engaged in terrorism or espionage targeting the USA [63].

If this first exception rule is drastically applied, many countries in

the onset of developing legal measures to address cyber crime—

which is the case of several developing nations—do not qualify to

become members.

Starting on May 2017, a new player in the global ISAC commu-

nity is the SWIFT ISAC, which is sharing threat intelligence data

with the purpose of preventing fraud cases. According to the Society

for Worldwide Interbank Financial Telecommunications, these data

include “Yara rules, Indicators of Compromise, as well as details on

the Modus Operandi used by the cyber-criminals.” Members have

access to such information in several formats, including PDF, Open

IOC, and XML [79].

Additional pertinent sources of threat intelligence include services

provided by cybersecurity-related companies (e.g. Crowdstrike,

FireEye, Kaspersky), government and regional entities (e.g. FBI,

ENISA), cybersecurity professionals (e.g. B. Krebs, B. Schneier), and

other public sources (e.g. Spamhaus, SURBL, Shadowserver). In par-

ticular, the Spamhaus Domain Block List (DBL) is a database of

domains, IPs, and sites related to cyber offenses, including: spam (pay-

load URL, sources, and senders), phishing, and malware [80].

Similarly, the Shadowserver Foundation—composed by volunteers

specialists worldwide—obtains security intelligence data “on the

darker side of the Internet,” according to its website [81].

Participation of Ecuadorian financial institutions in most of

these global forums is very rare. During the interviews, none of these

supporting organizations’ names came up nor did respondents rec-

ognized the term ISAC when we explicitly inquired about it. This

suggests that none of the financial institutions participating in our

study had a FS-ISAC membership. Nevertheless, as stated in the sub-

section ‘A financial CSIRT’, many respondents believed information

sharing would help improve their ability to respond to incidents.

While several of the global initiatives for threat intelligence are

capable of providing very valuable support, there are still reasons

that suggest building a local platform for information sharing in

Ecuador would be beneficial. First, it has been demonstrated that

cyber data intelligence obtained from multiple sources often does

not overlap—blacklists constitutes a practical example, so rapidly

obtaining shared intelligence from several parties increase the likeli-

hood of establishing effective defenses [82].

Second, although some types of threats are truly global, others

may not have high relevance in developing country environments,

and some attack vectors may be absent from international data

feeds. From our interviews, tailored attacks and banking fraud

schemes also develop domestically and systematically replicate to

several financial institutions. Thus, having timely and actionable in-

formation about these types of threats will increase incident re-

sponse proficiencies in the Ecuadorian financial industry.

Third, initiatives to develop cybersecurity capabilities can en-

counter language barriers in some developing countries (see [83]).

While FS-ISAC has introduced support in Japanese and Spanish

[84], multilingual capabilities among supporting organizations is

not very common. A local program could provide related language

assistance as well. Therefore, a local Ecuadorian coalition can con-

tribute to address these issues and supplement potential interna-

tional sources of threat intelligence to provide banks with more

relevant (related to the enterprise and environment), actionable (in-

form a decision), and valuable (contribute to a useful outcome) in-

formation [60].

In this section of our study, we provide details on how respond-

ents envision a local information sharing program, including: infor-

mation needs, respondents’ willingness to share information,

incentives, and metrics.

Information needs. There is interest in information related to the

elements surrounding security incidents, including attack, response,

and impact. In order of frequency of mentioning by respondents, the

categories of desired data are listed as follows:

• Typology of threats—classification of threats.
• Attack vectors—modus operandi of (cyber) criminals, including

methods of propagation and exploited vulnerabilities.
• Defense—successful techniques that defenders have used to miti-

gate the threat.
• Weaknesses of controls—methods, technologies, and other secur-

ity controls that failed to defend institutions against threats.
• Threat intelligence—identification of fraud trends in the local fi-

nancial sector and nearby countries.
• Economic impact—quantitative data on losses.

Traditional methods of modeling cyber threats that inform de-

fense initiatives include attack-trees and their multiple variations

[85–86], misuse cases [87], risk profiles, as well as security and risk

taxonomies [88–89]. In particular, John Howard’s work on a tax-

onomy for computer and networks attacks registered at CERT/CC

[90], which was supplemented later in [91], provides a set of terms

to analyze security incidents and classify cyber attacks. With the

emerging of “advanced persistent threats”, new approaches to

understand attackers’ behavior have also emerged. Lockheed

Martin’s cyber kill chain (CKC) allows us to recognize the stages

taken by advanced adversaries’ during cyber intrusions and helps

identify discrete attacks connected to intrusive campaigns [92].

The “global adversarial capability chain model” intends to expand

the time-frame in which security analysts can investigate and predict

adversaries behavior against a particular software system [40]. The

diamond model for intrusion analysis [93] identifies and analyzes

granular, essential elements (e.g. infrastructure, capabilities) as well

as characteristics (e.g. methods, resources) of actions that adversa-

ries often take during cyber intrusions. These types of approaches to

intrusion analysis can be used together; in fact, the diamond model

can supplement kill-chains-based methods such as CKC [94] to pro-

vide a deeper insight on each stage of an attack chain.

While these methods support an understanding of the modus op-

erandi of attackers, financial stakeholders still sought information

related to a typology of threats. We see two plausible explanations,

which are not necessarily mutually exclusive. First, stakeholders did

not mention terminology associated with any of the models we cited
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above during deep interviews because it is likely that many respond-

ents do not recognize them. Having this kind of knowledge requires

training, and this is indeed a local issue that needs to be addressed.

Second, cyber criminals have developed customized attack vectors

for Ecuadorian financial institutions, and therefore timely informa-

tion of those types of attacks would assist incident responders more

effectively. In fact, customized malware targeting ATMs and finan-

cial customers’ computers have been detected. Also, cyber criminals

have used tailored methods to withdraw money from banking ac-

counts. If information related to these types of attacks had been

readily available, fewer financial institutions would have been suc-

cessfully targeted.

Willingness to share. Although there exists several private and

public benefits when firms engage in information security sharing,

there are also pragmatic obstacles to overcome. The literature shows

that security information sharing can augment firms’ profitability

and optimize social welfare while increasing the overall level of in-

formation security among participants [95–96]. At the same time,

security information sharing confronts challenges that undermine its

effectiveness, such as: legal liability [97], lack of effective incentives

[96], privacy concerns [98], and free riding [99]. Powell (2004) high-

lights two major failures when sharing information in the financial

security market: (i) a firm reports data on a security incident, but the

firm receives no compensation. Some firms may keep incident data

for themselves that if shared would help other players; and (ii) free

riders may wait for other firms to innovate on security defenses in

the hope to benefit from such innovations [100]. All of these barriers

influence individuals’ perception of an information sharing program

value, and therefore, impact on their WTS information.

Recent work has addressed WTS to assess implications of data

sharing on computer users’ privacy. By using data from participants

recruited online, J. Bhatia et al. (2016) analyzed the tradeoff be-

tween sharing sensitive data and the privacy risk associated with

sharing these data. Results show that participants are more willing

to share information that could potentially identify them (e.g. IP, ad-

dress, MAC address) and less prone to share information about their

activities online (e.g. browser history, websites visited) [98].

Our study examines how WTS among Ecuadorian financial in-

stitutions can be impacted by both the types of security incidents

and types of data generated during the course of a security incident.

Furthermore, we summarize factors that interviewees think would

promote usable information sharing across financial institutions in

the Ecuadorian environment.

By using two threat scenarios: advanced phishing including mal-

ware capabilities (i.e. pharming), and hacking of an institution’s

web server, we presented respondents with a binary decision, share

versus do not share, for a specific piece of information. Phishing tar-

geting financial institutions’ customers and hacking attacks are dif-

ferent in two ways. Phishing is a popular attack reported by the

population and local press reports, and this type of attack could

potentially produce information about both banks and their cus-

tomers. In contrast, hacking of financial infrastructure is rarely re-

ported and mostly includes information from the financial

institution.

The two threat scenarios have similar categories of information,

which include details about the attacker (e.g. IP address), the target

(e.g. asset type), the response (e.g. mitigation strategy), and the im-

pact of the attack (e.g. quantitative impact). Table 6 reports the

preferences of one representative for each financial institution, the

most senior in our sample. The column headings show eight compo-

nents of information generated as a result of an attack, and the rows

indicate the counting of a binary outcome representing whether or

not stakeholders would share information.

Among our respondents, WTS depended on the type of data

involved in attack scenarios. In the case of phishing attacks against

customers, respondents are willing to share several types of security

incident data, whereas in the hacking case most respondents are

willing to share technical information with some restrictions (e.g.

details about security equipment). Another important difference is

that fewer respondents (two out of thirteen) are willing to share in-

formation about the vulnerability that was exploited during an inci-

dent involving hacking. This occurs because in this case the

vulnerability would be allocated within the banks’ infrastructure. In

both scenarios, respondents are not willing to share quantitative

data about the impact of an incident to protect their reputation and

to prevent misinterpretations. Some argue that the same amount of

losses can have different meanings for different organizations [R4].

Thus, different types of incidents and different types of information

about incidents lead to different WTS behaviors. Herein, an infor-

mation sharing initiative should consider that certain types of secur-

ity incident data would have sharing restrictions and other data

types will likely not be shared.

Incentives for information sharing. In the security market, if ra-

tional individuals are left to decide, they will choose to share

the minimum amount of information [95]. Addressing market fail-

ures that discourage information sharing requires incentives mech-

anisms [96]. Some suggest: establishing a closed group through

membership [100], detecting and excluding members who do not

share data [101], authenticating and verifying the shared data [99],

considering monetary incentives, such as cost savings [102], and

promoting fines avoidance. These are some potential strategies that

an Ecuadorian information sharing initiative could consider. In our

interviews, factors that can incentivize respondents’ participation in

an information sharing program were explicitly inquired. Here are

some themes:

• Confidentiality of the shared information. This is the most rele-

vant concern, so respondents expect a confidentiality agreement

and ethical behavior by those running the program.

Table 6: WTS of 13 financial institutions’ representatives for scenarios P and H

Data Type/WTS IP Address Asset

type

Attack

vector

Malware

sample

Mitigation

strategy

Qualitative

impact

Quantitative

impact

Vulnerability

P Yes 13 10 12 12 12 12 1 6

No 0 3 1 1 1 1 12 7

H Yes 10 8 9 9 9 8 1 2

No 3 5 4 4 4 5 12 11

P: Advanced phishing targeting institutions’ customers. H: Web hacking.
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• Trust developed by the program, was cited by respondents as the

strongest incentive.
• Security and privacy incorporated in collection, storage, process-

ing, and distribution of the data (e.g. data anonymization).
• Type of information that the program will propose to exchange,

which should not conflict with restrictions imposed by internal

corporate rules for information classification.
• Participation of large banks, which will strongly influence par-

ticipation of other institutions.
• Leadership to establish democratic rules for the program and de-

velop commitment of participants.
• Potential knowledge acquisition from the sharing program.
• Reciprocity based on mutual interchange of information.
• Accuracy and usability of the reported information; without

these, information reports could be ignored and their value

undermined.

Regarding confidentiality, one respondent stated:

“I would participate only after a non-disclosure agreement to

protect our institution and our customers is in place” [R28].

Participation in an information sharing program can also be

encouraged by individuals’ perception of the program value, so we

elicited ways to measure whether financial functionaries’ expect-

ations could be satisfied.

Metrics for the sharing program. Our question addressing ways

to assess effectiveness of the information sharing program was one

of the most challenging for participants, which reflects the difficulty

of objectively measuring benefits when mitigating risks.

Respondents mainly described metrics in terms of outcomes that in-

dicate achievement of goals, including:

• Number of incidents detected, prevented, or mitigated in a

period of time
• Quantitative estimation of fraud prevented in dollars
• Number of timely reports from the Information Sharing

Organization
• Number of submissions done by financial institutions
• Percentage of financial institutions reporting information
• Improvement in time to respond against fraud

Among all these metrics and measures, impact on reduction of

fraud was found to have substantial relevance for financial stake-

holders, especially senior respondents. For example:

“If we obtained information that allows us to reduce the impact

of fraud, that information would be the best!” [R3].

Finally, we asked participants whether the financial CSIRT and

a hypothetical institution running the information sharing

program—A Financial Security Based Information Sharing

Organization (SB/ISO)—should be consolidated or separated. Two

thirds of participants stated that these two institutions should be

one. Arguments supporting this preference are: centralization of in-

cident response functions, operational resources optimization,

avoiding duplication of related cybersecurity efforts in a small coun-

try, respondents’ inability to identify conflict of functions, and hav-

ing similar organizational goals for cybersecurity. Conversely,

supporters of separating the CSIRT and the SB/ISO based their judg-

ments on: segregation of the CSIRT’s and the SB/ISO’s functions,

segregation of information handled by both organizations, and fears

that operational resources of the CSIRT could be diverted by SB/

ISO’s duties. From these insights, most financial institutions prefer

to merge the financial CSIRT and the SB/ISO in a unique

organization.

Discussion and conclusion

The Ecuadorian financial services face challenging cybersecurity

risks, confronts difficulties to properly respond to those risks (e.g.

have little community security support), and could benefit from in-

formation sharing as well as the creation of a CSIRT that provides

and supports the adoption of strategies for better protection. While

one of the most relevant studies addressing cybersecurity in develop-

ing countries stresses that those nations marginally experience

cyber-attacks [14], our analysis indicates that there are specific crit-

ical sectors that do gain attackers attention, and as time passes,

more sophisticated attacks across borders are likely to reach domes-

tic financial infrastructures.

In Ecuador, financial institutions confront both internal and ex-

ternal security challenges driven by malicious and benign actors.

Internally, user error and information leakage raised general con-

cern among financial institutions. Malware was seen as more harm-

ful when it targets ATMs or customers (e.g. pharming), whereas

information leakage caused concern not only because it has often

been indirectly detected, but also because of uncertainty about both

the frequency of its occurrence and estimations of losses. Externally,

card skimming and phishing alarm stakeholders differently.

Phishing raised the concern of authorities but not among all institu-

tions because this is an attack focused on selected targets—only

major banks across three cities faced it persistently. Skimming at-

tackers take advantage of failures on interdependent security, espe-

cially financial institutions that had not fully adopted EMV by the

time of interviews. The human factor as a source of incidents (user

error) was omnipresent across different type of institutions, both in-

side and outside of their organizational borders.

Stakeholders adopt a diversity of approaches in defending

against these threats, but security incidents still produce harm due to

both the existing barriers to respond and attackers’ abilities to

adapt. Financial stakeholders often face these categories of limita-

tions: financial, technological, administrative, and external barriers

imposed by the ecosystem. Most representative barriers are internal,

but external barriers still have negative effects. Particularly, the risk

of punishment for (cyber) criminals was very low due to a lack of

legal deterrence. For this reason attackers feel motivated by the po-

tential gains that come with minimal risk [103]. Although no single

doctrine, such as accountability, may be effective to ensure cyberse-

curity [104], our work supports the belief that law enforcement is an

essential element to mitigate the risk of cyber-physical threats [14].

By the time of finishing the interviews, Ecuadorian authorities

updated the law to specifically include several forms of cybercrime.

Future work should evaluate effectiveness of such enacting.

Attackers actively adapt to institutions’ defense strategies. There

is a life cycle of competition between the attackers that create elec-

tronic and cyber tools to conduct fraud and the defenders who de-

velop tools and techniques to protect the financial system. Such

tools and defenses have an expiration time, which is a function of

the attackers capabilities to research and undermine such protection

means. Unfortunately, not all institutions have the capabilities to

keep up with the attackers adaptation to prevent their success.

Regarding mitigation strategies, our work takes a first step in as-

sessing how collaborative functions of incident response capabilities

could work in the Ecuadorian financial community. The results with

respect to a specialized Financial CSIRT security services indicate that
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alerts, incident handling, information sharing, and training as services

are all desired and would be most welcome. Organizationally, re-

spondents agreed that currently the best place to establish the CSIRT

is the financial industry because of the sector’s specialized knowledge

about risk and trust when handling confidential information.

Conversely, fear of political influence (recognized even by some

authorities) and lack of cybersecurity research capabilities stand as ar-

guments against establishing the CSIRT in the government or in the

academia respectively. We believe that a potential successful model

should consider establishing incident response capabilities at the

National Financial HUB handling transactional operations of ATMs

in Ecuador, especially due to the current synergy and empowerment

already developed by this entity. Further discussion incorporating

views of additional financial institutions is necessary to define the

type of CSIRT authority.

Our assessment of willingness to share suggests that financial

stakeholders may be prepared to share technical details of incidents

depending on the types of incident and types of information

involved in the incident. Quantitative aspects of the impact of secur-

ity incidents are viewed today as too sensitive to share by most

stakeholders. Sharing could potentially be practiced under formal

conditions that foster trust, such as confidentiality agreements and

security measures taken to ensure that confidentiality is maintained.

In terms of effectiveness, the success of the sharing program will ul-

timately be measured by its impact on fraud reduction.

While our study obtained empirical data from a diverse group of

financial stakeholders across institutions and four cities of Ecuador,

it obviously does not explicitly capture the views and experiences of

those institutions that declined to participate. To partially address

this limitation, we included in our study the views of stakeholders

(e.g. authorities) who have a broad and firsthand knowledge of inci-

dents occurring in the financial sector, and pursued replacement of

potential participants from institutions of similar size.

Our results show both commonality and differences with the re-

sults of a survey study conducted with the financial services in the

USA [8]. The four biggest barriers to ensure information security in

the US financial sector are: increasing sophistication of threats,

emerging technologies, lack of sufficient budget, and lack of visibil-

ity. In Ecuador, our respondents report that the major internal bar-

riers to respond to security incidents are: small size of their security

teams (which can be linked to budget), lack of visibility, inadequate

internal coordination, technology updating, lack of training, and

lack of awareness. Interestingly, we observe three similarities in this

top four barriers and one marked difference. We believe that the dif-

ference can be mostly explained by: (i) motivations that make the

USA an attractive target for sophisticated adversaries, such as large-

scale information, substantial monetary gains, and geopolitical in-

centives, and (ii) the difficulties found by Ecuadorian stakeholders

when internally coordinating cybersecurity operations with IT de-

partments [R28, R31].

As stated by Hutchings and Holt (2016), responsibility for strat-

egies to develop crime prevention not only resides with organiza-

tions trying to protect themselves, but also with additional

stakeholders [105]. While some strategies to respond to incidents

involving cyber crime activity (e.g. exfiltration of financial data)

must be taken by financial institutions, other measures need to be

taken by users (e.g. developing awareness of cyber fraud methods)

and, of course, by public policy and lawmakers (e.g. measures of de-

terrence). Ecuador needs to advance in such direction as well.

This work contributes to the literature of cybersecurity incident

response in the context of developing countries and is, to our know-

ledge, the first study of its kind conducted in South America.

Related studies can be found only on the context of cybersecurity

strategies for developing African and Caribbean nations [14–16],

and building national cybersecurity response teams [17–18], but

none of them concentrates analysis on a specific critical infrastruc-

ture sector in depth. Additionally, this study collects and reports

data by using cyber-security scenarios from Latin American finan-

cial institutions and elicits willingness to share in a systematic way.

Ultimately, insights from this work should contribute to improv-

ing cyber-security practice in Ecuador’s financial sector, especially if

stakeholders take steps to establish a “Financial CSIRT” and a cus-

tomized “information sharing program”. Future work will expand

this study to identify, refine, and assess strategies that address add-

itional elements of the barriers we have identified.
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